FINAL PROJECT REPORT

Milestone |
Final Report Preparation

IN PARTIAL FULFILLMENT OF THE ERA PROJECT
Proof-of-Concept Testing: Software to Quantify

M ethane Emission Ratesin Real-Time
ERA PROJECT 0160052

PREPARED FOR
Emissions Reduction Alberta
Edmonton, Alberta

SUBMITTED TO
Dallas Johnson, Ph.D., Project Advisor
Alberta | nnovates
Edmonton, Alberta
dallas.johnson@al bertainnovates.ca
(780) 429-7650

April 17, 2019

SUBMITTED BY
Minnich and Scotto, I nc.
Freehold, New Jersey, USA

Timothy R. Minnich
PROJECT RECIPIENT LIAISON

trminnich@msiair.net
(732) 409-9900



mailto:smacdonald@eralberta.ca
mailto:trminnich@msiair.net

DISCLAIMER

ERA and Her Majesty the Queen inright of Albertaand each of them make no warranty, express or
implied, nor assumeany legal liability or responsibility for theaccuracy, compl eteness, or usefulness
of any information contained in this publication, nor that use thereof does not infringe on privately
ownedrights. Theviewsand opinionsof the author expressed herein do not necessarily reflect those
of ERA and Her Majesty the Queen in right of Alberta and each of them. The directors, officers,
employees, agents and consultants of ERA and the Government of Albertaare exempted, excluded
and absolved from all liability for damage or injury, howsoever caused, to any person in connection
with or arising out of the use by that person for any of this publication or its contents.

ERA Final Project Report: Milestone | ..
April 17,2019 11



Section
Tables
Figures
Selected Acronyms and Abbreviations
1 Introduction
1.1  Document Organization
1.2  Project Overview
1.3  Market Need
2. E-Calc 2 Description
21  Developmental History
2.2  Technical Considerations
2.2.1 Concentration vs. Emission Rate
2.2.2 Drawbacks with Conventional Approaches for Deriving
Emission Rates
2.2.3 Benefits of Open-Path Monitoring
2.2.4 Area-Source Technique
2.3  Functional Logic
24  Required Input Data and Associated Usage
3. ACCO Mine-Face and Tailings Pond Analyses
3.1 ACCO Objectives
3.2  Criteriafor Valid Source-Attribution Data
3.3  TDL Measurement Configurations
34  Vadid Measurement Event Pairs
35 E-CdclInput
3.5.1 Source-Attribution Data
3.5.2 Meteorological Data
3.5.3 Relative Source-Strength Apportionment Data
3.6 E-CdcResults
3.6.1 MineFace
3.6.2 Tailings Pond
3.6.3 Comparative Analysis
3.7  Achievement of ACCO Objectives

CONTENTS

3.7.1 DataQuality Issues

3.7.2 Emission Rates and Ratios

3.7.3 Diurna Emission Trends

3.7.4 Impacts of Upwind Sources

3.7.5 Recommendations for Future Use of E-Calc

ERA Final Project Report: Milestone |

April 17, 2019

Page
Vi
Viii

1-1
1-1
1-3
1-5

2-1

2-3
2-3

2-4

2-8
2-11
3-1
3-1
3-3

3-7

3-11
3-11
3-11
3-15
3-25
3-25
3-28
3-29
3-32
3-32
3-32
3-33
3-33
3-34



Section
Fidd-Work Planning

4.

4.1
4.2

CONTENTS (Cont’d)

Work Plan Requirements
Quality Assurance Project Plan Requirements

Controlled-Release Program

5.1

5.2

5.3

54

5.5

Assignment of Background Methane Values
Composite Results

Analysis of Results by Source

5.3.1 Booster Station —Days 1 and 2

5.3.2 Gas-Gathering Pipeline—Days, 3, 4, and 9
5.3.3 Gas-Transmission Line—Days5 and 6
5.3.4 Production Pad — Days 7 and 8
Conclusions

54.1 AERMOD Considerations

5.4.2 Background Methane Considerations
Subsequent Analyses

Initial System Specification

6.1

6.2
6.3

Requisite Follow-Up Analyses
6.1.1 Covariance Algorithm Confirmation
6.1.2 Further Treatment of Background Data

6.1.3 Assessment of Whether a Single Wind Sensor is Satisfactory

System Overview and Components
System Recommendations and Limitations

Supplemental Booster-Station Analysis

7.1
1.2

7.3
1.4

Objective and Method

New Scheme for Background Treatment of Background

721 Dayl

722 Day?2

Results

Final System Recommendations and Caveats

Final System Specification

8.1
8.2

System Overview and Components
System Recommendations and Limitations

ERA Final Project Report: Milestone |
April 17,2019

Page
4-1
4-1
4-10
5-1
5-2
5-4
5-7
5-7
5-10
5-14
5-16
5-19
5-19
5-20
5-23
6-1
6-1
6-2
6-3

6-7
6-10

7-1

7-3
7-3

7-4
7-5
8-1
8-1
8-2



CONTENTS (Cont’d)

Attachments (Major Deliverables) Page

A Milestone A: ACCO Mine-Face and Tailings Pond Analysis (e-Calc 1) A-1

B Milestone B: Work Plan — Field Data Collection and Analysis B-1

C Milestone F: Controlled-Release Data Analysis* C-1

D Milestone G: ACCO Mine-Face and Tailings Pond Analysis (e-Calc 1 and D-1
e-Calc 2)

E Milestone H: Set of Specifications E-1

*

Appended to the end of Attachment C are all experimental test-design configurations and e-Calc 2 results for
the controlled-release portion of this project (not previously provided).

ERA Final Project Report: Milestone |
April 17, 2019 \



3-10
3-11
3-12
3-13
3-14
3-15
4-1
4-2
4-3
4-4
4-5
4-6
4-7
5-1
5-2
5-3
5-4
6-1

TABLES

Project Milestones and Associated Major Deliverables

Final Report Sections and Corresponding Major Deliverables
Required Input Data to Support E-Calc 2

Number of Valid Measurement Event Pairs by Source and Y ear
Valid Measurement Event Pairs: 2015 Mine Face (South Wind)
Valid Measurement Event Pairs: 2016 Mine Face (South Wind)
Valid Measurement Event Pairs: 2015 Tailings Pond (East Wind)
Valid Measurement Event Pairs: 2016 Tailings Pond (West Wind)
Required Mine-Face Meteorological Data: 2015 (South Wind)
Required Mine-Face Meteorological Data: 2016 (South Wind)
Required Tailings Pond Meteorological Data: 2015 (East Wind)
Required Tailings Pond Meteorological Data: 2016 (West Wind)
Number of Flux-Chamber Sampling Locations by Source and Y ear
Mine-Face E-Calc Results: 2015

Mine-Face E-Calc Results: 2016

Tailings Pond E-Calc Results: 2015

Tailings Pond E-Calc Results: 2016

Mean E-Calc Emission Rates by Source and Y ear

Data Measured Directly

Derived Meteorological Parameters and Associated Raw Measurements
TDL MQO's

Controlled Methane Release System MQO's

Methane Gas AnaysisMQO'’s

Meteorological System MQO's

M easurement Equipment Calibration Procedures and Frequency
Summary of Daily Field Testing

Background Methane Concentrations for Each Block of Data (ppm)
Overall Statistical Analysis Summary

Ratio of Interpolated Background Methane to Source Attribution
Initial Universe of Acceptable Monitoring Events

ERA Final Project Report: Milestone | .
April 17, 2019 A

Page
1-1

2-11
3-7
3-8
39
39
3-10
3-12
3-13
3-13
3-14
3-15
3-26
3-27
3-28
3-28
3-29
4-6
4-6
4-11
4-11
4-12
4-12
4-14
5-1
5-3

5-20
6-4



TABLES (Cont’d)

Table Page
6-2  E-Calc 2 Comparison: Two Wind Sensors vs. a Single Wind Sensor 6-6
7-1  Booster-Station Analysis: Area-Source vs. Volume-Source Simulations 7-4
8-1  Fina System Component Specifications 8-1
8-2  Fina System Recommendations and Limitations 8-2

ERA Final Project Report: Milestone | ..
April 17, 2019 VIl



Figure

2-1
2-2
2-3
2-4
3-1
3-2
3-3
3-4
3-5
3-6
3-7
3-8
3-9
3-10
3-11
3-12
3-13
3-14
4-1
4-2
4-3
4-4
4-5
4-6
4-7
4-8
5-1
5-2
5-3
5-4

FIGURES

Concentration Drop-Off Away From Plume Centerline

Crosswind TDL Plume Sampling

E-Calc 2 Functional Logic

Example Monitoring Event Analysis Screen

Mine-Face TDL Measurement Configuration for CH,: 2015 (South Wind)
Mine-Face TDL Measurement Configuration for CH,: 2016 (South Wind)
Tailings Pond TDL Measurement Configuration for CH,: 2015 (East Wind)
Tailings Pond TDL Measurement Configuration for CH,: 2016 (West Wind)
Mine-Face Flux-Chamber Sampling Locations and Emission Rates: 2015
Mine-Face Flux-Chamber Sampling Locations and Emission Rates. 2016
Tailings Pond Flux-Chamber Sampling Locations and Emission Rates: 2015
Tailings Pond Flux-Chamber Sampling Locations and Emission Rates: 2016
Relative Mine-Face Source-Strength Apportionment for CH, and CO,: 2015
Relative Mine-Face Source-Strength Apportionment for CH, and CO,: 2016
Relative Tailings Pond Source-Strength Apportionment for CH,: 2015
Relative Tailings Pond Source-Strength Apportionment for CH,: 2016
Relative Tailings Pond Source-Strength Apportionment for CO,: 2015
Relative Tailings Pond Source-Strength Apportionment for CO,: 2016
Project Management

Simulated Methane Source: Production Pad

Simulated Methane Source: Gas-Gathering Pipeline Assembly

Simulated Methane Source: Gas Transmission Line

Simulated M ethane Source: Boosting Station

Experimental Design: Schematic Illustration

Field Data-Collection Form

QC Organization

P/A Relative Standard Deviation vs. Block Number

P/A Biasvs. Block Number

P/A Relative Standard Deviation vs. Wind Speed (2m)

P/A Relative Standard Deviation vs. Sigma Theta (2m)

ERA Final Project Report: Milestone |
April 17, 2019 Vi

Page

2-4

2-8
2-10
3-5
3-5
3-6
3-6
3-15
3-16
3-17
3-18
3-19
3-20
3-21
3-22
3-23
3-24
4-2
4-3
4-3
4-4
4-4
4-5
4-8
4-10
5-5
5-5
5-6
5-6



Figure

5-5
5-6
S5-7
5-8
59
5-10
5-11
5-12
5-13
5-14
5-15
5-16
5-17
6-1
6-2

FIGURES (Cont’'d)

Day 1 — Booster Station: P/A Biasvs. Event End-Time

Day 1 — Booster Station: P/A Biasvs. Wind Speed (2m)

Day 2 — Booster Station: P/A Biasvs. Event End-Time

Day 2 — Booster Station (Events 5-17 Only): P/A Biasvs. Event End-Time
Day 3 — Gas-Gathering Pipeline: P/A Biasvs. Event End-Time
Day 4 — Gas-Gathering Pipeline: P/A Biasvs. Event End-Time
Day 9 — Gas-Gathering Pipeline: P/A Biasvs. Event End-Time
Day 5— Gas-Transmission Line: P/A Biasvs. Event End-Time
Day 6 — Gas-Transmission Line: P/A Biasvs. Event End-Time
Day 7 — Production Pad: P/A Biasvs. Event End-Time

Day 8 — Production Pad: P/A Biasvs. Event End-Time
Measured Background Concentration vs. Time (All Days)
Measured Background Concentration vs. Time (Days 1-8 only)
System Block Diagram

System Data Acquisition and Processing

ERA Final Project Report: Milestone | .
April 17, 2019 IX

Page
S5-7

59

5-10
5-11
5-12
5-13
5-15
5-16
5-17
5-17
5-21
5-22
6-7

6-8



SELECTED ACRONYMSAND ABBREVIATIONS

Item M eaning

A actua (or controlled) methane emission rate

ACCO Alberta Climate Change Office

AERMET AERMOD meteorological preprocessor

AERMOD American Meteorological Society / EPA Regulatory Model

C Centigrade

Cu measured path-integrated concentration (attribution) (mg/m?);

Cy predicted unity-based, path-integrated concentration along the measurement
path (mg/m?)

Cue predicted unity-based, path-integrated concentration along an extended
measurement path (mg/m?)

CAFO combined animal feeding operations

CALPUFF California Puff Model

CFR U.S. Code of Federal Regulations

CH, methane

CNRL Canadian Natural Resources Limited

CO, carbon dioxide

CRDS cavity ring-down spectroscopy

Ccsv comma-separated value

DAS data acquisition system

DQO Data Quality Objective

eCacl Minnich and Scotto’ s emissions cal culation software (first-generation)

e-Cac?2 Minnich and Scotto’ s e-Calc software (second-generation)

EPA U.S. Environmental Protection Agency

ER emission rate

ERA Emissions Reduction Alberta

FTIR Fourier-transform infrared

GB gigabyte

GHG greenhouse gas

GHz gigahertz

GPS global positioning system

H sensible heat flux

IB interpolated background

L Monin-Obukhov length

m meter

MD Major Deliverable

MDT Mountain Daylight Time

MEP measurement event pair

mg milligram

MGP manufactured gas plant

ERA Final Project Report: Milestone |
April 17, 2019 X



SELECTED ACRONYMSAND ABBREVIATIONS (Cont’d)

[tem
mm

modified e-Calc 2

MQO
mT
NOAA
0&G
ORS

P

PC
“ofl”
PIC
PICMET
ppb
ppbv
ppm
ppm-m
ppmv
PQL

RSD

SCAQMD
“ofc”
sigmatheta (o,)
sigmaw (o)
SOP

T (orT,)
TDL

u

u*

%

w

WD

WS

Zy

ERA Final Project Report: Milestone |

April 17, 2019

Meaning

millimeter

Minnich and Scotto’s modified e-Calc software (second-generation)
Measurement Quality Objective

metric ton

U.S. National Oceanic and Atmospheric Administration
oil and gas

optical remote sensing

predicted methane emission rate; atmospheric pressure
plume capture; personal computer

AERMOD profilefile

path-integrated concentration

Path-I ntegrated Concentration — M eteorology

parts per billion

parts-per-billion by volume

parts per million

parts-per-million times meter

parts-per-million by volume

Practical Quantitation Limit

actua emission rate

unity-based emission rate

Quality Control Project Plan

quality control

correlation coefficient

research and development

relative humidity

relative standard deviation

source attribution

South Coast Air Quality Management District (California)
AERMOD surfacefile

standard deviation of the horizontal wind direction

standard deviation of the vertical wind speed (also called sigmaphi, o)

Standard Operating System
actua temperature

tunable diode laser

east-west wind component
friction velocity

north-south wind component
up-down wind component
wind direction

wind speed

surface roughness length

Xi



SECTION 1-INTRODUCTION

ThisFina Project Report representsthe culmination of an 18-month methods-devel opment program,
sponsored by the Province of Albertaand administered by Emissions Reduction Alberta (ERA) as
part of their “Methane Challenge Initiative.” The title of our project was, “Proof-of-Concept
Testing: Softwareto Quantify Methane Emission Ratesin Real-Time.” Theend-product wasafully
integrated, methane emission-ratemeasurement system (i.e., the* System”), which calcul ates, inreal -
time, methane emission rates from certain oil-and-gas (O& G) industry sources.

Drawing heavily from atotal of five Major Deliverables (MD’s) spanning this period, this Final
Project Report provides an overview and genera chronology of the technical tasks leading to
development of aSet of Specificationsfor eventual System commercialization. The softwaretested
is known as e-Calc 2 (emissions calculation, second-generation). Nine days of successful field
testing, carried out during August 2018, involved the continual, outdoor release of carefully
controlled amounts of methane by our project team member, InnoTech Alberta, a their research
facility in Vegreville. Other members of the project team were: Boreal Laser, Inc. (Edmonton),
responsible for all methane measurements using their tunable diode laser (TDL) system; Met One
Instruments, Inc. (Happaugue, New Y ork), responsi blefor thedesign and assembly of the specialized
meteorol ogical measurement system used in the field; and Loover Partnership (Morristown, New
Jersey), responsible for necessary e-Cal ¢ software modification and statistical consulting.

11 Document Or ganization

Table 1-1 identifies the project milestones set forth in our Scope of Work. Also shown are those
milestones which required preparation of comprehensive MD’s. Preparation of an ERA Progress
Report was a so required upon completion of each project milestone.

TABLE 1-1. PROJECT MILESTONESAND ASSOCIATED MAJOR DELIVERABLES

M D
Project Milestone Required?

A. ACCO Mine-Face and Tailings Pond Data Analysis and Reporting (e-Calc 1) v
B. Work Plan Preparation v
C. E-Calc Modification
D. Construction and M obilization
E. Controlled-Release Data Collection
F. Controlled-Release Data Analysis (e-Calc 2) v
G. ACCO Mine-Face and Tailings Pond Data Analysis and Reporting (e-Calc 2) v
H. Specification Preparation v
I. Final Report Preparation v

ERA Final Project Report: Milestone |
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Table 1-2 identifies, for each section of this Final Project Report, the corresponding Major
Deliverablewhich servesastheprimary basisof information. All MD’ sareincluded intheir entirety
as attachments to thisreport. While the report sections listed in Table 1-2 are generally consistent
with the project milestone chronology, Sections 2 and 3 represent necessary departures, as the
successful creation of e-Calc 2 was prerequisite to the preparation of the corresponding MD’s.

TABLE 1-2. FINAL REPORT SECTIONSAND CORRESPONDING MAJOR DELIVERABLES

Corresponding M D
Report Section (Milestone Designation)

1. Introduction

2. E-Calc 2 Description H

3. ACCO Mine-Face and Tailings Pond Analyses (both e-Calc versions) G

4. Field-Work Planning B

5. Controlled-Release Program F

6. Initial System Specification H

7. Supplemental Booster-Station Analysis 0]

8. Final System Specification H, (1)

There is another issue concerning Table 1-2 for which some explanation would be helpful. Our
original Scope of Work did not envision the need for Section 7, “ Supplemental Booster-Station
Analysis’ (and, accordingly, two iterations of the System specification). Theimpetusfor thisextra
work occurred during preparation of the Mgjor Deliverablefor Milestone F (Section 5 of thisreport)
when, upon further examination of the field data, we believed we had identified asignificant issue
related to the treatment of the background methane and the meteorological data used asinput to e-
Calc 2. If thisanaysiswere explored, we knew the resultswould likely lead to a refinement of the
System specification. Therefore, intheMilestone F Report, wecommitted to perform thisadditional
analysis as part of the Mgjor Deliverable for Milestone H: Set of Specifications (Appendix E).

The additional Milestone H analysis proved successful, providing tangible improvement to the
System specification. However, while performing this analysis, another pathway for further
exploration presented itself. This time, though, successful results would enable extension of the
System specification to the booster station — previously eliminated as a source due to issues with
methane background concentrations. Thissupplemental booster-station anaysiswasa so successful,
and is presented as its own section (Section 7) in this Final Project Report. The final System
specification is, accordingly, presented as Section 8.

Finally, most sections can be broadly thought of as summaries of the corresponding Major
Deliverables. Therefore, the reader is advised to consult the actual MD’ s (attachments) for those
details not discussed in the main body of this Final Project Report.
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1.2  Project Overview

The softwaretested isgenerically referred to ase-Cal c (emissionscal culation). Thefirst-generation
version of this software (e-Calc 1) calculates mass-per-time emission rates during daytime hours
from ground-level sources. E-Calc 1 employswhat isoften referred to as“inversemodeling,” based
on AERMOD (American Meteorological Society / EPA Regulatory Model) —aU.S. Environmental
Protection Agency (U.S. EPA) “Guideline” air dispersion model for regulatory application. Instead
of predicting adownwind concentration at a point in space from aknown source emission rate (as
AERMOD typically does), e-Calc 1 predicts that emission rate from a measured downwind
(crosswind), path-integrated concentration and contemporaneous onsite meteorol ogy.

E-Cac 1 can derive emission rates of methane (or any other measured compound) from most
ground-based sources. Importantly, this software offers the capability of generating such emission
rates in real-time. However, asignificant up-front effort is required, prior to field deployment, to
enable AERMOD (and thus e-Calc 1) to simulate the vertical wind-speed profile and atmospheric
turbulence—critical model input parameters. AERMOD employswhat isknown astheflux-gradient
approach for simulating these input parameters.

Two distinct goals comprised our ERA project. The primary goal was, first, to modify the software
to accommodate a more sophisticated and robust treatment of meteorology (i.e., to create e-Calc 2
based on a new version of AERMOD — modified to employ the eddy-correlation approach for
simulating the above model input parameters) and, second, to field-test this second-generation
version of the e-Calc software, based on carefully controlled methane releases from simulated,
leaking upstream sources. Theintent was to eliminate the need for the arduous pre-field tasks and
make possible the software use during the nighttime.

The four simul ated sources were:

. a booster station, comprised of acompressor engine and a condensate tank;
. a gas-gathering pipeline assembly;

. agas-transmission line; and

. a production pad.

Only one simul ated source was tested on any given measurement day. Asmentioned, all controlled
methane rel eases were conducted by InnoTech Alberta, with all field work performed at InnoTech
Alberta’'s Vegreville R&D facility. Path-integrated methane measurements were performed by
Boreal Laser using one of their GasFinder TDL spectrometers; all TDL measurements were made
at aheight of 1.0 meters above the ground. All meteorological measurements were made using a
sonic anemometry system designed and assembled by Met One Instruments. The methane source
was compressed natural gas, with a methane concentration of 76.6 percent (760,000 ppmv).
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It should be noted that there has never been a performance evaluation of AERMOD based on this
more sophisticated treatment of meteorology, nor hasthe U.S. EPA yet provided the software coding
for this model option. In theory, the AERMOD results should be improved (and, accordingly, the
corresponding e-Calc predictions); however, such results could not be guaranteed.

The secondary goal, a benefit to the Alberta Climate Change Office (ACCO), was to apply e-Calc
(both versions) to essentially re-create the fugitive methane and carbon dioxide emission ratesfrom
the Canadian Natural Resources Limited (CNRL) mine-face and tailings pond operations in Fort
McMurray, asreportedin CNRL’ stwo | atest (at thetime) annual submissionson facility greenhouse
gas (GHG) emissions. Our analysis used onsite, 15-minute-averaged path-integrated methane and
carbon dioxide data, collected across portions of these sourcesin 2015 and 2016 by CNRL using a
Boreal Laser TDL spectrometer, together with onsite, coincident meteorological data and
contemporaneous flux-chamber sampling data. The hope was that e-Calc would be demonstrated
aviable and attractive aternative to the techniques currently employed for measuring GHG’ sfrom
the oil-sands sources, and that the time and cost for GHG reporting would be greatly reduced.
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1.3 Market Need

We know of no other measurement system which can, in real-time, generate accurate estimates of
methane emissions from ground-level sources. It isdifficult for the Province of Albertato enforce
existing methane reduction mandates without an accurate baseline against which to compare. The
rapid and inexpensive means of measuring methane emission rates afforded by the success of this
Project is clearly a disruptive technology.

When used in combination with the TDL system, e-Calc offers a common-sense approach for
prioritizing repairs in the O& G industry, which can reduce product loss while adding bottom-line
profit. By quantifying methane emissions from principal source types within a given industrial
sector, the quality of emissions inventories should be vastly improved, thereby facilitating an
accurate methane baseline against which future reductions can be reliably assessed.

In addition to leaking upstream process components, target markets in Alberta for this System
include: (a) municipal landfills; (c) combined animal feeding operations (CAFO) facilities; and (c)
major oil-sands sources, consisting of tailings ponds and mine faces. In fact, the feasibility of
employing e-Calc 2 to assess methane emissions from these oil-sands sources was demonstrated
during thework for ACCO (secondary project goal), thereby laying the groundwork for a proposed
field demonstration at atailings pond.
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SECTION 2-E-CALC 2DESCRIPTION

Section 2.1 presents a brief history of e-Calc 2's development. Section 2.2 presents relevant
technical considerations. Section 2.3 details the functional logic governing the software. Section
2.4 identifies the required input data and associated usage.

21  Developmental History

Minnich and Scotto isthearchitect of e-Cal c—an emissions-cal cul ation software package devel oped
in order to generate air pollutant emission rates from a wide range of fugitive-type, ground-level
sources (aswell as elevated area sources). This Windows-based, client-server software calculates
contaminant emission rates — precise 15-minute-averaged “ snapshots’ — from these source types.
E-Calc is suitable for use with a TDL spectrometer, or any other optical remote sensing (ORS)
instrument which generates a path-integrated concentration (PIC). The software can also be used
with a rapid-sampling, mobile point-monitoring device, such as a cavity ring-down spectrometer,
from which a PIC output can be approximated.

E-Cacisalogica extension of our 2004 PICMET (Path-1 ntegrated Concentration — M eteorol ogy)
software, created to rapidly assess compliancewith pre-established action level sat off-sitereceptors
(e.g., residences), primarily during hazardous waste site cleanups. The PICMET software displays
maximum concentrations at user-specified distances downwind of the emissions source, based on
path-integrated measurements and atmospheric stability and transport considerations.

PICMET was employed during active cleanups at former manufactured gas plant (MGP) sitesin
November 2004, and again during December 2006 and May 2007 as part of a2%2-year applied R& D
study for the Gas Technology Institute (Des Plaines, Illinois). Results from this latter study
demonstrated superior residential protection when compared to traditional monitoring approaches.

Development work on e-Calc beganin 2008. E-Calc wasoriginally created for use with open-path
Fourier-transforminfrared (FTIR) spectroscopy to help municipal solid wastelandfill ownerscomply
with mandated emissions reporting and permitting requirementsfor methane and other greenhouse
gases. Basedon AERMOD, the softwareincorporatesthe output from the PIC-generating instrument
with coincident onsite meteorological data and other information.

In June 2011, we employed e-Calc to support alegal proceeding by measuring emission ratesfrom
several processsourcesat an Alabamapul p-and-paper mill, including al-square-kilometer polishing
pond. In August 2014, we used it to measure emission rates from the preliminary settling tanks at
alarge New Y ork City municipal wastewater treatment plant. In September 2015, we participated
in an extensive field project for the South Coast Air Quality Management District (SCAQMD), a
California governmental agency, in which we used e-Calc to measure emission rates from 16 oil
production wells and tanks, 17 gas stations, and two cattle farms, al in the Los Angeles basin.
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We have participated in two third-party e-Calc validation studies, results of which were presented
at the March 2016 “Air Quality Measurement Methods and Technology Conference,” sponsored
jointly by the Air & Waste Management Association (A&WMA) and the U.S. EPA.

First, as part of our project for the SCAQMD (described above), our e-Calc software was validated
during a2-day, controlled-release experiment (October 12-13, 2015). Over the study, propane was
released at varying emission rates from a scissors-type lift at a pre-designated height of 3 meters
(even though e-Calc was designed for ground-level releases only). Thirteen monitoring events (15-
minute-averaged) were performed on Day 1, with an additional seven on Day 2.

Next, under contract to TexasA&M University (San Antonio, Texas), we performed a2-day, e-Calc
validation study (November 4-5, 2015), which involved the controlled rel ease of sulfur hexafluoride
(SF,) from ground-level locations simulating a compressor/condensate tank complex (Day 1) and
an assembly of gas-gathering pipelines (Day 2).

Asmentioned, e-Calc 1 employsthe U.S. EPA regulatory version of AERMOD in order to preserve
themodel’ slegal Guideline status. For each monitoring event, the generation of input filesrequires
meteorological data together with emissions-characterization and monitoring configuration data.
Dispersion coefficients under this approach (i.e., flux-gradient) are assigned based on wind speed,
land-use, solar insolation, and statistical data treatments such as the standard deviations of the
horizontal wind direction and vertical wind speed. From this information the friction velocity is
determined, which is used to develop the vertica wind-speed profile. The vertica wind-speed
profile primarily governs the predicted (back-calculated) emission rate in e-Calc 1 (and e-Calc 2).

The flux-gradient approach currently employed in AERMOD has been extensively evaluated in
model-validation studies performed by the U.S. EPA over theyears. Similarly, the performance of
e-Calc 1 was successfully demonstrated during the two validation studies described above.

Theupgraded (second-generation) version of e-Calc (e-Cal ¢ 2) was created specifically for thisERA
project, primarily to eliminate the need for relatively labor-intensive pre-field tasks. Asmentioned,
e-Calc 2 employs a more sophisticated means of assigning dispersion coefficients — the eddy-
correlation (or covariance) approach. This approach typically requires wind measurements (using
sonic anemometry) at two heightsabovetheground. Covariance statistics, cal culated fromthelower
of these two sensors, are then used to determine the friction velocity. The U.S. EPA is planning to
update AERMOD to enable application of the eddy-correlation approach, but has yet to release the
software coding for this version.

Additional information about how the vertical wind-speed profile is generated in e-Calc 2 can be
found in Section 6.1.1 of this report.
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2.2 Technical Consider ations
Discussed in this section are:

the difference between a concentration and an emission rate;

. the drawbacks with conventional approaches for deriving emission rates;

. the benefits of open-path monitoring; and

. the area-source technique for measuring emission rates, upon which e-Calc isbased
(both versions).

221 Concentration vs. Emission Rate

The difference between a source emission rate (mass per time) and an ambient air concentration
(mass per volume) is often poorly understood. Further, few investigatorstruly appreciatethe utility
of the path-integrated concentration when coupled with onsite meteorology and air dispersion
modeling.  When properly applied, open-path spectroscopy eliminates the spatial data
representati veness problem inherent in approaches which rely solely on point-sampling techniques.
This“whole-plume” sampling approach offers, perhaps, the only means of complying withthe U.S.
EPA’ sDataQuality Objective (DQO) processwhilemeasuring emission rates, thereby ensuring that
end-user needs are met.

For point-type monitors, gaseous concentrations are typically reported as the mass of contaminant
per volume of gas, such as micrograms per cubic meter (ug/m®), or the volume of contaminant per
volume of gas, such as parts per billion (ppbv) or parts per million (ppmv). Path-integrated
concentrations, however, are usually reported as parts-per-million times meter (ppm-m). Itisoften
desirableto convert path-integrated concentrati onsfrom ppm-m to milligrams-per-cubic-meter times
meter (mg/m?®x m, or mg/m?) in order to avoid having to consider the compound’ smolecul ar weight.

2.2.2 Drawbackswith Conventional Approachesfor Deriving Emission Rates

Emission rates derived from point-monitoring dataare frequently underestimated, asthereisno way
of knowing how far away a hand-held monitor (or Summa canister) might be from the plume
centerline, especially given the fact that wind direction is never constant; in fact, it isgenerally not
possibleto ensurethe sampleisn’tinadvertently collected outside of thedownwind plumealtogether.
Thisfundamental sampling design flaw explains, at least in part, the extreme variability inemission
rates reported for most O& G industry process components.

Figure2-1illustrateshow concentration at any point downwind of asource drops off rapidly asone

moves away from the plume centerline.
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FIGURE 2-1. CONCENTRATION DROP-OFF AWAY FROM PLUME CENTERLINE

2.2.3 Benefitsof Open-Path Monitoring

An open-path spectrometer collects path-integrated data— meaning that contaminants downwind of
the source are measured along the entire crosswind dimension of the plume. The spectrometer
essentially counts the molecules of the analyte, thus ensuring that concentrations are not * missed”
anywhere along the beam-path.

Figure2-2illustrateshow the entire crosswind plumeis sampled with open-path TDL spectroscopy.

FIGURE 2-2. CROSSWIND TDL PLUME SAMPLING

A principal reason that open-path spectroscopy isstill not generally recognized as the powerful tool
that it isfor deriving emission ratesis that the resultant path-integrated datais not of aform which
can be compared directly to ambient air standards (i.e., point concentrations). But as aluded to
earlier, when appropriately coupled with air dispersion modeling, a path-integrated concentration
measurement made downwind of an emitting source contains far more information than any point
measurement (or collection of point measurements) ever could for purposes of assigning a source
emission rate and assessing the resultant downwind impact.
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Using dispersion modeling relationships, a source emission rateis * back-calculated,” based on the
downwind (cross-plume) path-integrated concentration and onsite meteorology. This source
emission rate can be viewed as a mass-per-time “snapshot” over the 15-minute interval necessary
to yield the measured downwind, path-integrated concentration under the particular atmospheric
dispersion and transport conditions during that precise block of time.

The area-sour ce technique provides the most accurate means of back-cal culating this emission rate
(discussed next). E-Calc 2 uses AERMOD in its inverse form, together with the area-source
technique, for this back-calculation, in real-time.

2.24 Area-Source Technique

The area-source technique for emission-rate generation is appropriate for fugitive ground-level and
elevated area sources— both homogeneous (uniformly emitting) and heterogeneous (non-uniformly
emitting). Employing the principle of massbalance, it identifies atime-averaged source attribution
based on a series of downwind path-integrated measurements (1- to 2-meter height), enabling the
subsequent generation of emission rates using AERMOD. AERMOD requires measurement of
coincident onsite meteorological data, from which atmospheric dispersion and transport are
simulated between the source and the beam-path.

General Approach
The following three-step approach is employed using a TDL spectrometer downwind of a given
source.

1 Identify Source Attribution

A series of 15-minute-averaged, path-integrated TDL measurements (i.e.,, monitoring events) are
made immediately downwind of the source, such that the cross-plume mass contained within the
beam-path is maximized. When significant, the upwind path-integrated concentration can be
subtracted from the downwind measurement, thus reducing the conservatism of the source-
attribution calculation.

2. Predict the Unity-Based, Path-Integrated Concentration Along the M easurement Path
AERMOD isusedto predict the unity-based, path-integrated concentration (as opposed to the actud
path-integrated concentration) along the downwind TDL measurement path definedin Step 1. This
is accomplished by: (a) predicting the point concentration (mg/m®) at every meter along this path
based on a*“unity” emission rate (e.g., 1 mg/s) across the source, and the actual meteorology and
source configuration; (b) determining, via summing each predicted point concentration, the path-
averaged, unity-based concentration along the measurement path; and (c) multiplying this path-
averaged concentration (mg/m?®) by the TDL measurement path length (m).
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For the primary project god, the unity-based emission rate assumed that emissions were uniform
acrosstheentiresourcesurface (i.e., therewereno * hot spots”), and that only asingle sourceexisted.
However, for the secondary project goal, hot spots were represented in the unity modeling by
assigning arelative emission factor to each source subarea.

In cases where the source is unlikely to emit homogeneously, individual rectangular emission
“subareas’ must generally be defined for maximum accuracy to be achieved. The relative source
strength of each subarea is expressed in the area-source technique (and, thus, e-Calc) in terms of
multiplesof unity, inwhich thelowest-emitting subareaisassigned aunity emissionrate(i.e., 1 mg/s
over theentirerectangle), with higher-emitting (* hot-spot™) subareas expressed as multiplesof unity.

In this case, assignment of relative source strengths was based on results of flux-chamber sampling
performed by CNRL across the surfaces of the mine face and tailings pond.

3. Scale Unity-Based Modeling Results to Calculate Emission Rate
The actual emission rate, Q,, is calculated in accordance with the following ratio:

Cu/Q,=C,/Qy (Equation 2-1)
where:
Cu = measured path-integrated concentration (attribution) (mg/m?);
Q. = actua emission rate (mg/s);
Cy = predicted unity-based, path-integrated concentration along the measurement
path (mg/m?);* and
Qu = unity-based emission rate (mg/s).

This equation describes the inherent rel ationship between: (a) the unity-based dispersion modeling;
and (b) the actual emission rate and downwind measurements. The cornerstone of the area-source
technique, this ratio states that the measured path-integrated concentration (C,,) is to the actua
emission rate (Q,) as the unity-based, path-integrated (modeled) concentration (C) isto its unity-
based emission rate (Q,); the only unknown term in this equation is the actual emission rate (Q,).

Plume Capture
Animportant feature of the area-source technique (included in the e-Cal ¢ software) isthe capability

of generating accurate emission rates without capturing the entire downwind cross-plume mass.
Despite measuring only a portion of this mass, employment of the area-source technique allows a

* The predicted unity-based, path-integrated concentration along the measurement path can be thought of as the
concentration the TDL would “see” if the source were emitting at its assigned, unity-based emission rate.
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“whole-source” emission rate to be determined. The crosswind plume capture, expressed as a
percentage of the plume mass, is derived in accordance with the following equation:

PC = (C,/C_g) x 100 (Equation 2-2)
where, for any given pollutant:
PC = plume capture (crosswind) (%);
C, = predicted unity-based, path-integrated concentration aong the measurement
path (mg/m?); and
Cpe = predicted unity-based, path-integrated concentration along an extended

measurement path (mg/m?).

The*“extended” measurement path includesthe actual TDL beam-path but, for dispersion modeling
purposes, this path is extended lateraly (each direction from the actual beam-path endpoints) to
distances beyond which the predicted impacts are essentially zero.

Meteorological Data

As discussed earlier, coincident onsite meteorological monitoring data is required for simulating
atmospheric dispersion and transport, asrequiredin AERMOD. Dispersion and transport parameters
are calculated and assigned by e-Calc 2, based on measured and cal culated meteorological data
(addressed in subsequent sections of this report).
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2.3  Functional Logic
Figure 2-3 presents the functional logic for e-Calc 2.

FIGURE 2-3. E-CALC 2FUNCTIONAL LOGIC

The main elements of this logic are discussed next.

Measured Data
M easured dataconsi stsof the TDL methane concentration(s), meteorol ogical parameters, and source
and TDL beam-path locations.

TDL Methane Concentration(s)
These arethe measurementsfor determining source attribution. Ingeneral, thisrequires subtracting
the downwind, path-integrated concentration from the upwind PIC. However, when it can be shown
that the upwind PIC isnegligible by comparison, source attribution can be reasonably approximated
simply from the downwind PIC.

M eteorological Parameters

Measured meteorological parameters consist of vector component wind speed (u,v,w), ambient
temperature, relative humidity, and barometric pressure, all from a height of 2 meters (except
pressure, 0 to 1 meter).
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Source and TDL Beam-Path L ocations
A GPS (global positioning system) is used to determine the precise locations of the source, aswell
as the downwind TDL beam-path endpoints.

Calculated Data

The calcul ated data simul ates the atmospheric turbulencein order for acceptanceby AERMOD (i.e.,
“AERMOD-ready”). As discussed more thoroughly in Section 6.1.1, e-Calc 2 employs the eddy-
correlation (or covariance) approach, which requires the measurement of wind using sonic
anemometry. Covariance statistics are used to determine the friction velocity. The power-law
equation is then used to generate the vertical wind-speed profile in the lower few meters of the
atmosphere, based on the cal cul ated friction vel ocity and the soni c anemometer wind measurements.

AERM OD-Ready Input Data
All meteorological data must be in precise formats for AERMOD acceptance. Two types of
AERMOD-ready files are generated: a“profile’ file and a“surface” file.

Profile File

The profilefile (“pfl”) contains the meteorological data necessary to create a vertical wind-speed
profile. This data consists of wind speed and direction, as well as the information to simulate
turbulence. This latter information includes temperature and wind-based statistics to estimate the
fluctuating components of the wind.

Surface File

The surface file (“sfc”) contains standard meteorological surface observations (wind speed, wind
direction, and temperature, all from measurementsat 2 meters), together with turbulence estimates.
This includes other calculated parameters as discussed in Section 2.4.

Unity Modeling
The purpose and procedure for performing the unity modeling in AERMOD is described in Step 2
of the area-source technigue approach (see Section 2.2.4).

Emission-Rate Calculation

Figure 2-4 presents an example Monitoring Event Analysis Screen (actual screen from the field-
testing). The methaneemissionrateiscal culated in accordancewith Equation 2-1, presented in Step
3 of the area-source technique approach (Section 2.2.4). Review, editing, validation, and printing
of e-Calcresultsare performed by pressing the* Edit/Print Event” button at the bottom of this screen.

ERA Final Project Report: Milestone |
April 17, 2019 2-9



FIGURE 2-4. EXAMPLE MONITORING EVENT ANALYSIS SCREEN
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24  Required Input Data and Associated Usage
Table 2-1 identifies al input data collected to support e-Calc 2. Also depicted is whether each
parameter was measured or calculated.

TABLE 2-1. REQUIRED INPUT DATA TO SUPPORT E-CALC 2

Data Type
Parameter (15-Minute)
(M onitoring Event-Specific) M easur ed Calculated
Global Positioning System
TDL beam-path endpoints v
Source location (including source height above grade) v
Tunable Diode L aser System
M ethane attribution (path-integrated concentration) v
Attribution correction (for temperature and pressure) v
Archived data v v
M eteorological Instrumentation
V ector component (u,v,w) wind speed (2m) v
V ector component (u, v) wind speed (5m) v
Horizontal wind speed v
Wind direction v
Standard deviation of the horizontal wind direction v
Standard deviation of the vertical wind speed v
Ambient temperature (2 and 5m) v
Virtual temperature v
Dew-point temperature (2m) v
Relative humidity (2m) v
Barometric pressure (0 to 1m) v
Friction velocity v
M onin-Obukhov length v
Sensible heat flux v
Archived data v v
E-Calc 2 Software
M ethane emission rate (mass-per-time) v
M ethane plume capture v
Archived data (via M S Access Database Software) v v

Set-up functionsfor e-Cal ¢ 2 included the siting of the meteorol ogical tower and TDL system, based
on forecasted conditions, to determine the appropriate upwind-downwind orientation. A GPS unit
was employed to obtain location coordinates for the TDL beam-path endpoints, meteorol ogical
instrumentation, and the suspected emissions-source location.
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All monitoring events began precisely on the hour or 15 minutes thereafter (e.g., 8:00, 8:15, etc.).
Raw, path-integrated TDL methane concentrations (unitsof ppm-m) were processed with coincident
temperature and pressure measurements (15-minute-averaged) to convert these concentrations to
units suitable for input into e-Calc 2 (i.e., mg/m?). All TDL data (both measured and calculated),
together with associated diagnostic data, were archived to facilitate independent validation.

The meteorological instrumentation provided direct measurements of 1-second (1 Hz) values,
including vector wind components (u,v,w), temperature, rel ative humidity, and barometric pressure.
These datawere processed to cal cul ate event-averaged meteorol ogical values, including horizontal
wind direction and speed, and standard deviations of the horizontal wind direction and vertical wind
speed. Additionally, representative values of friction velocity, sensible heat flux, and Monin-
Obukhov length were cal cul ated from the appropriate covariance statisti cs between the vector wind
components, and between the temperature and w vector wind component. Event-averaged relative
humidity and atmospheric pressure measurements were also required.

Themeteorol ogical dataacquisition system wasprogranmed to archiveall meteorol ogical parameter
data (measured and cal cul ated), together with the back-up values to facilitate QC (quality control)
checks, independent validation, and potential R&D studies.

For each measurement configuration, e-Calc 2 employed the source and measurement-path location
information (assembled during the set-up function), and generated the meteorological control
pathway for retrieval of the surface and profile meteorological data.  Upon monitoring event
completion, e-Calc 2 automatically assembled the event-specific “sfc” and “pfl” datafiles, and ran
AERMOD to predict the unity-based attribution (incorporating auser-specified unity emissionrate).
Asdetailed in Section 2.2.4, the software then automatically calculated the actual emission rate by
scaling the predicted unity modeling emission rate based on the measured path-integrated TDL
methane concentration (see Equation 2-1) and associated plume capture (see Equation 2-2).

Results were generated (on-screen and hard copy) within 1 minute of monitoring event compl etion.
For each event, a data-base file was generated to retain all input data and output information,
together withthe AERM OD input and output files supporting the unity-based attribution predictions.
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SECTION 3—-ACCO MINE-FACE AND TAILINGSPOND ANALYSES

The secondary goal of this ERA project was to apply e-Calc (both versions) to re-create fugitive
methane and carbon dioxide emission rates from the CNRL mine-face and tailings pond operations
in Fort McMurray. Asdiscussed in Section 1.2, the intent was to use onsite, 15-minute-averaged
path-integrated methane and carbon dioxide data, collected across portions of these sourcesin 2015
and 2016 by CNRL using a Boreal Laser TDL spectrometer, together with onsite, coincident
meteorological data and contemporaneous flux-chamber sampling data (also collected by CNRL).
All data supporting this secondary goal was provided by ACCO; accordingly this datais hereafter
referred to asthe ACCO data.

Achievement of thissecondary goal has demonstrated e-Calc to beaviable and attractive alternative
to the techniques currently employed for measuring GHG' sfrom sources aslarge as mine faces and
tailings ponds. Accordingly, thetimeand cost for GHG reporting from such sources can be greatly
reduced.

The Mgjor Deliverable for Milestone A was submitted to ERA on March 12, 2018; results of that
anaysiswere based strictly on e-Calc 1. On January 1, 2019, we submitted the Mgjor Deliverable
for Milestone G, which repeated the Milestone A analysis using e-Calc 2. Because much of the
information in the Milestone G Report was common to both sets of analyses, we structured thel atter
report to supercede the Milestone A Report.

Section 3.1 identifies the ACCO objectives. Section 3.2 discusses the criteria developed for
determining the validity of source-attribution data. Section 3.3 presents the TDL measurement
configurations and related information. Section 3.4 presents the universe of valid “ measurement
event pairs.” Section 3.5 provides all e-Calc results. Section 3.6 describes how well ACCO’s
objectives were achieved, including a discussion on the data quality issues adversely affecting the
e-Calc results.

3.1 ACCO Objectives
ACCO identified four specific objectives (achievement of which would be of considerable value):

. To provide best estimates of methane and carbon dioxide emissions, including discernment
of any diurnal trends;

. To develop methane/carbon dioxide emission-ratio profiles;

. To assess whether upwind sources had a significant effect upon the reported methane and
carbon dioxide attribution from the mine face and tailings pond; and
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. To provide recommendations on the type and quality of data needed to optimize e-Calc
performance in the future.

Results of these analyses were presented in the context of the above ACCO aobjectivesfor e-Calc 1
and e-Calc 2. However, it isimportant to note that the ACCO data was collected to satisfy the input
requirements of CALPUFF —amodel applied by CNRL, asoinitsinverseform. Asit turned out,
whilethe ACCO datawas voluminous (more than 2,600 combined methane and carbon dioxide 15-
minute-averaged TDL measurements for both sources over the 2 years), we were ableto useonly a
small subset of it. Still, we were able to reasonably address these objectives.
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3.2  Criteriafor Valid Source-Attribution Data

Selection criteria were developed and systematically applied to the universe of ACCO data to
determine, for e-Calc application, the validity of a given set of coincident 15-minute-averaged
upwind/downwind measurements; i.e., avalid measurement event pair (MEP). With afew caveats
and exceptions, these selection criteria were:

. Contemporaneous MEP s must have existed for methane and carbon dioxide;

. Attribution must have existed for both compounds (i.e., downwind path-integrated
concentrations higher than corresponding upwind path-integrated concentrations);
and

. Theair flow acrossthe source must have been relatively uniform, asevidenced by the

two fixed (non-mobile) meteorol ogical towers.
For the mine face, thislast criterion translated to:

- awind speed equal to or greater than 3.5 meters per second (m/s) for each
tower;

- awind direction within 20° of normal to the downwind TDL (each tower);
and

- awind-direction difference between the two towers of 30° or less.

For the tailings pond, thislast criterion trandlated to:

- awind speed equal to or greater than 2.0 m/s (each tower);

- awind direction within 30° of normal to the downwind TDL (each tower);
and

- awind-direction difference between the two towers of 30° or less.
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3.3 TDL Measurement Configurations

Four TDL spectrometers were employed at each source: one each for upwind and downwind
methane (CH,) measurements, and one each for upwind and downwind carbon dioxide (CO,)
measurements.

Methane

Figures 3-1 and 3-2 present the methane TDL measurement configurations for the mine face for
2015 and 2016, respectively. In 2015, the downwind path-length was 474 meters; in 2016, the
downwind path-length was 222 meters.

Figur es 3-3 and 3-4 present the methane TDL measurement configurationsfor thetailings pond for
2015 and 2016, respectively. In 2015, the downwind path-length was 267 meters; in 2016, the
downwind path-length was 242 meters.

Locations of the two fixed meteorological towers (Mine Station and Pond Station) are indicated on
eachfigure, aswell asthewind direction norma (perpendicular) to thedownwind TDL measurement
configuration. Theupwind and downwind TDL configurationsare al so depicted, aswell asthe path-
length for each TDL designated as downwind. The upwind TDL path-lengths were not important
for thisanalysis, asthe determination of attribution required the adjustment of these valuesto match
the corresponding downwind path-lengths.

Carbon Dioxide
In 2015, downwind paths for the carbon dioxide TDL’s (both sources) were coincident with (i.e.,
adjacent to and of the same magnitude as) the downwind paths for the methane TDL's.

In 2016, downwind carbon dioxide paths (both sources) were still adjacent to the downwind methane
paths, but the magnitude was only 20 meters for each source. These paths were positioned at the
western-most end of the methane path for the mine face, and the southern-most end of the methane
path for the tailings pond.
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FIGURE 3-1. MINE-FACE TDL MEASUREMENT CONFIGURATION FOR CH,: 2015 (SOUTH WIND)

FIGURE 3-2. MINE-FACE TDL MEASUREMENT CONFIGURATION FOR CH,: 2016 (SOUTH WIND)
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FIGURE 3-3. TAILINGSPOND TDL MEASUREMENT CONFIGURATION FOR CH,: 2015 (EAST WIND)

FIGURE 3-4. TAILINGSPOND TDL MEASUREMENT CONFIGURATION FOR CH,: 2016 (WEST WIND)

ERA Final Project Report: Milestone |
April 17, 2019 3-6



34 Valid Measurement Event Pairs

Table 3-1 presents the number of valid measurement event pairsfor each source-year combination,
where a measurement event pair is defined as a set of coincident, 15-minute-averaged
upwind/downwind measurements. A total of 47 valid MEP swere identified, although four of the
seven valid MEP sfor the tailings pond in 2016 were nighttime events, applicable only for e-Calc
2. Accordingly, 86 individual eventsweremodeled using e-Calc 1 (i.e., one methane and onecarbon
dioxide event for each valid MEP), while this number was 94 for e-Calc 2.

TABLE 3-1. NUMBER OF VALID MEASUREMENT EVENT PAIRSBY SOURCE AND YEAR
Number of Valid M EPs

(CH,CO),)
Sour ce 2015 2016
Mine Face 25
Tailings Pond 8

Tables 3-2 and 3-3 present the valid MEP's for the mine face for 2015 and 2016, respectively.
Similarly, Tables 3-4 and 3-5 present the valid MEP's for the tailings pond for 2015 and 2016,
respectively.

For each valid MEPinthefollowing tables, the date, end-time, attribution, and mean wind speed and
direction are presented; all wind data are the average of the two fixed meteorological stations. For
each compound, attribution was shown asthree concentration depictions: ppm, ppm-m, and mg/m?.

In 2015 (Tables 3-2 and 3-4), the upwind and downwind TDL concentrations were reported only in
units of ppm; the ppm-m attributions were derived by multiplying the subtracted ppm values
(downwind minus upwind) by the downwind path-lengths.

In 2016 (Tables 3-3 and 3-5), the upwind and downwind concentrations were reported in units of
both ppm and ppm-m. Shaded rows in Table 3-5 designate valid MEP's collected during the
nighttime and, therefore, were usable only in e-Calc 2.

Finaly, al of the carbon dioxide data for the tailings pond in 2016 exhibited anomalously high
upwind concentrations, caused either by TDL instrument problems or the presence of an upwind
source. For this reason, the carbon dioxide attribution (both sources and years) conservatively
assumed auniform upwind concentration of 402.8 ppm, as determined by thelower 95% confidence
l[imit from the upwind cavity ring-down spectroscopy (CRDS) measurements taken from the
southwest tailings pond location in 2016 (22 samples). This value was consistent with regional
ambient background levels observed at thistime.
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TABLE 3-2. VALID MEASUREMENT EVENT PAIRS: 2015 MINE FACE (SOUTH WIND)

- Attribution M ean Wind
Time ppm ppm-m mg/m? WD WS
MEP ID Date (MDT) | CH, CO, CH, CO, CH, CO, |(degrees)| (m/s)
Normal WD = 184° (Acceptable Range = 164° — 204°)
Downwind TDL Path Lengths: CH,= 474m; CO, = 474m
MF-1 09/29 09:30 1.600( 35.83| 758.4( 16,983 497.5( 30,570 171 3.64
MF-2 09/29 10:30 1.110( 39.13| 526.1 18,548 345.2( 33,386 187 3.70
MF-3 09/29 12:45 0.137| 17.63 64.9| 8,357 42.6( 15,042 183 3.64
MF-4 09/29 16:15 0.343 6.31| 162.6| 2,991| 106.7| 5,384| 192 3.82
MF-5 09/29 16:45 0.344 7.58| 163.1| 3,593| 107.0| 6,467| 187 4.09
M F-6 09/29 17:00 0.410 7.16| 194.3| 3,394| 127.5| 6,109| 184 3.73
MF-7 09/29 17:15 0.431 1.69| 204.3 801| 134.0| 1,442| 189 3.72
MF-8 09/29 17:45 0.357 5.28| 169.2| 2,503| 111.0| 4,505| 190 3.57
MF-9 09/30 09:15 0.973| 34.02| 461.2| 16,125| 302.6| 29,026 185 3.68
MF-10 09/30 09:30 0.930| 24.00| 440.8| 11,376| 289.2| 20,477| 187 3.83
MF-11 09/30 09:45 0.970| 21.93| 459.8| 10,395| 301.6| 18,711 185 3.80
MF-12 09/30 12:45 0.322| 23.73| 152.6| 11,248| 100.1| 20,246| 201 4.68
MF-13 09/30 14:30 0.338 9.05| 160.2| 4,290 105.1| 7,721| 200 4.80
MF-14 09/30 17:45 0.466 8.37| 220.9| 3,967| 144.9| 7,141| 203 4.70
MF-15 09/30 18:00 0.488 8.23| 231.3| 3,901| 151.7| 7,022| 204 4.22
MF-16 10/01 14:30 0.356| 10.91| 168.7| 5,171 110.7( 9,308 176 4.06
MF-17 10/01 14:45 0.368| 10.46| 174.4| 4,958 114.4( 8,924 185 4.09
MF-18 10/01 15:00 0.402| 10.54| 190.5| 4,996 125.0( 8,993 175 4.55
MF-19 10/01 15:15 0.519| 11.79| 246.0| 5,588 161.4( 10,059 179 4.15
M F-20 10/01 15:30 0.571| 12.29| 270.7| 5,825| 177.6| 10,486| 182 3.58
MF-21 10/01 15:45 0.558| 11.93| 264.5| 5,655 173.5( 10,179 174 4.02
M F-22 10/01 16:00 0.530| 11.36| 251.2| 5,385| 164.8| 9,692| 177 3.84
MF-23 10/01 16:15 0.541 9.49| 256.4| 4,498| 168.2| 8,097| 178 3.92
MF-24 10/01 16:30 0.501 9.25| 237.5| 4,385 155.8( 7,892 177 4.10
MF-25 10/01 16:45 0.531 9.43| 251.7| 4,470 165.1 8,046 177 3.88
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TABLE 3-3. VALID MEASUREMENT EVENT PAIRS: 2016 MINE FACE (SOUTH WIND)

- Attribution M ean Wind
Time ppm ppm-m mg/m? WD WS
MEP ID Date (MDT) | CH, CO, CH, CO, CH, CO, |(degrees)| (m/s)
Normal WD = 184° (Acceptable Range = 164° — 204°)
Downwind TDL Path Lengths: CH,=222m; CO,=20m
MF-26 | 09/06 13:45 0.100| 24.88 22.2 498 14.6 896 172 3.59
ME-27 09/06 14:00 0.050| 19.76 11.1 395 7.3 711 173 3.77
MF-28 09/06 16:45 0.070| 20.96 15.5 419 10.2 755 177 4.16
MF-29 | 09/06 17:30 0.050| 24.38 111 488 7.3 878 183 5.22
MF-30 09/09 17:45 0.050| 22.76 11.1 455 7.3 819 178 3.95
MF-31 | 09/09 18:00 0.100| 23.81 22.2 476 14.6 857 181 3.77
MF-32 | 09/09 18:15 0.050| 25.95 111 519 7.3 934 180 3.76
TABLE 3-4. VALID MEASUREMENT EVENT PAIRS: 2015 TAILINGS POND (EAST WIND)
- Attribution M ean Wind
Time ppm ppm-m mg/m? WD WS
MEP ID Date (MDT) | CH, CO, CH, CO, CH, CO, |(degrees)| (m/s)
Normal WD = 093° (Acceptable Range = 063° — 110°)
Downwind TDL Path Lengths: CH,= 267m; CO,=267m
TP-1 10/03 15:45 0.035 9.19 9.3 2,454 6.1 4,417 91 2.75
TP-2 10/03 16:00 0.010 7.99 2.7 2,133 1.8| 3,840 84 3.00
TP-3 10/03 16:15 0.037 5.74 9.9 1,533 6.5 2,759 83 2.95
TP-4 10/03 16:30 0.045 3.71 12.0 991 79| 1,783 96 3.16
TP-5 10/03 16:45 0.062 3.60 16.6 961 10.9] 1,730 93 2.76
TP-6 10/03 17:00 0.056 1.74 15.0 465 9.8 836 98 3.10
TP-7 10/03 17:15 0.059 3.79 15.8] 1,012 10.3] 1,821 85 2.66
TP-8 10/03 17:30 0.034 3.87 9.1 1,033 6.0 1,860 84 2.58
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TABLE 3-5. VALID MEASUREMENT EVENT PAIRS: 2016 TAILINGS POND (WEST WIND)

- Attribution M ean Wind
Time ppm ppm-m mg/m? WD WS
MEP ID Date (MDT) | CH, CO, CH, CO, CH, CO, |(degrees)| (m/s)

Normal WD = 255° (Acceptable Range = 225° — 285°)
Downwind TDL Path Lengths: CH,=242m; CO,=20m
TP-9 [ 09/02 01:00 0.460| 71.77( 111.3( 1,435 73.0| 2,584| 233 2.87
TP-10 | 09/02 01:30 0.120| 68.78 29.0| 1,376 19.1( 2,476 248 3.25
TP-11 | 09/02 01:45 0.110| 68.59 26.6| 1,372 17.5( 2,469 254 3.47
TP-12 | 09/02 02:00 0.120| 70.05 29.0| 1,401 19.1( 2,522 261 3.02
TP-13 | 09/02 07:15 0.050| 71.84 12.1( 1,437 79| 2,586 249 2.37
TP-14 | 09/02 08:15 0.020| 72.94 4.8 1,459 3.2 2,626 257 2.79
TP-15 | 09/02 08:30 0.010| 73.06 24| 1,461 16| 2,630 249 3.01
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35 E-Calclnput
Sections 3.5.1 through 3.5.3 present the source-attribution data, the meteorological data, and the

relative source-strength apportionment data, respectively, for both sources and years.

3.5.1 Source-Attribution Data

The methane and carbon dioxide attribution for both sources and yearswere presented in Tables 3-2
through 3-5, and are not reproduced here. E-Calc employs the mg/m? representation of source
attribution.

3.5.2 Meteorological Data
Tables 3-6 and 3-7 present meteorological datafor the mine face for 2015 and 2016, respectively,
required for use with both e-Calc 1 and e-Calc 2.

Tables 3-8 and 3-9 similarly present this meteorological data for the tailings pond for 2015 and
2016, respectively, for use with both e-Calc 1 and e-Calc 2. The shaded entriesin Table 3-9 depict
monitoring events performed during the nighttime; accordingly, these monitoring events could be
evaluated only using e-Calc 2.

In these tables, WD iswind direction, WS iswind speed, T istemperature, u* isfriction velocity,
z, is surface roughness length,
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TABLE 3-6. REQUIRED MINE-FACE METEOROLOGICAL DATA: 2015 (SOUTH WIND)

E-Calc 1 E-Calc 2
M ean Solar Pond Station Mine Station M ean
End- (Both Stations) Elev. (2.68m sensor ht) (10.0m sensor ht) (Both Stations)
Event Time WD WS T RH | Angle WD WS T WD WS T u* Z H L RH
ID Date | (MDT) () [ (mls) | (°C) | (%) ©) () | (m/s) | (°C) ©) [ (m/s) | (°C) | (mis) | (m) [(W/m?]| (m) (%)
MF-1 | 09/29 09:30 171 3.64 5.8 78 14.1 181 3.23 6.2 160 3.59 5.3 | 0.18 | 0.004 5.9 | -455.4 78
MF-2 | 09/29 10:30 187 3.70 6.5 78 20.7 198 3.33 6.7 175 3.60 6.2 | 0.29 | 0.031 | 18.4 | -100.0 78
MF-3 | 09/29 12:45 183 3.64 10.1 70 29.6 187 3.43 10.1 178 3.37 10.1 | 0.23 [ 0.022 | 17.0 | -211.3 70
MF-4 | 09/29 16:15 192 3.82 184 46 21.2 193 3.51 17.7 190 3.63 19.1 | 0.31 | 0.062 -0.3 -14.7 46
MF-5 | 09/29 16:45 187 4.09 18.3 48 18.1 190 3.62 17.2 184 4.05 194 | 0.24 | 0.014 | -12.8 -34.3 48
MF-6 | 09/29 17:00 184 3.73 18.3 49 16.4 192 3.15 171 175 3.86 194 | 0.25 | 0.023 | -17.2 -45.7 49
MF-7 | 09/29 17:15 189 3.72 18.3 48 14.7 198 3.11 17.1 180 3.89 195 | 0.27 | 0.043 | -38.3 | -114.7 48
MF-8 | 09/29 17:45 190 3.57 18.2 49 12.9 192 3.03 16.9 188 3.69 195 | 0.27 | 0.069 | -21.6 185.6 49
MF-9 | 09/30 09:15 185 3.68 7.1 94 121 193 3.11 7.1 176 3.81 7.0 | 0.29 | 0.041 6.9 98.0 94
MF-10 | 09/30 09:30 187 3.83 7.2 94 13.8 200 3.25 7.3 174 3.95 7.1 | 0.24 | 0.015 7.8 990.6 94
MF-11 | 09/30 09:45 185 3.80 7.5 93 15.6 200 3.08 7.6 170 4.08 73 | 0.27 | 0.025 | 146 | -132.3 93
MF-12 | 09/30 12:45 201 4.68 15.5 63 29.3 198 4.49 14.8 203 4.23 16.2 | 0.50 | 0.191 | 37.7 395.5 63
MF-13 | 09/30 14:30 200 4.80 20.5 50 28.4 199 4.38 19.5 200 461 215 | 0.45 | 0.095 -6.0 -3.9 50
MF-14 | 09/30 17:45 203 4.70 22.9 45 10.7 207 4.53 22.0 199 4.24 23.7 | 0.45 | 0.179 | -71.0 296.4 45
MF-15 | 09/30 18:00 204 4.22 22.7 45 8.8 204 4.16 21.7 203 3.69 23.7 | 0.45 | 0.342 | -68.8 256.0 45
MF-16 | 10/01 14:30 176 4.06 22.2 42 28.0 176 3.94 20.9 175 3.62 234 | 0.20 | 0.015 | 14.0 -13.6 42
MF-17 | 10/01 14:45 185 4.09 22.3 42 27.7 180 3.97 21.0 189 3.65 23,5 | 0.24 | 0.038 8.1 -21.6 42
MF-18 | 10/01 15:00 175 4.55 225 42 26.4 171 451 21.4 179 3.96 23.6 | 0.24 | 0.018 4.2 -19.2 42
MF-19 | 10/01 15:15 179 4.15 22.4 41 25.4 185 3.54 21.2 173 4.27 23.6 | 0.25 | 0.013 -4.5 -21.3 41
MF-20 | 10/01 15:30 182 3.58 23.1 39 24.3 185 3.01 22.3 178 3.72 23.8 | 0.26 | 0.029 | 10.1 -6.7 39
MF-21 | 10/01 15:45 174 4.02 22.8 40 23.1 180 3.57 21.8 168 3.96 23.8 | 0.23 | 0.015 -2.7 -26.3 40
MF-22 | 10/01 16:00 177 3.84 22.8 40 21.8 182 3.32 21.6 172 3.90 24.0 | 0.27 | 0.066 9.2 -54.4 40
MF-23 | 10/01 16:15 178 3.92 22.9 40 20.4 182 3.63 21.8 173 3.70 24.0 | 0.24 | 0.046 -6.1 -52.1 40
MF-24 | 10/01 16:30 177 4.10 23.0 39 18.9 174 3.67 22.0 180 4.02 24.0 | 0.21 | 0.011 | -18.2 -51.8 39
MF-25 | 10/01 16:45 177 3.88 23.0 40 17.3 178 3.55 21.9 175 3.72 24.0 | 0.22 | 0.009 3.5 |-1529.2 40
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TABLE 3-7. REQUIRED MINE-FACE METEOROLOGICAL DATA: 2016 (SOUTH WIND)

E-Calc 1 E-Calc 2
M ean Solar Pond Station Mine Station M ean
End- (Both Stations) Elev. (5.6m sensor ht) (5.6m sensor ht) (Both Stations)

Event Time WD WS T RH | Angle WD WS T WD WS T u* Z H L RH
ID Date | (MDT) () [ (mls) | (°C) | (%) ©) () | (m/s) | (°C) ©) [ (m/s) | (°C) | (mis) | (m) [(W/m?]| (m) (%)

MF-26 | 09/06 13:45 172 3.59 16.6 50 38.7 165 3.31 15.7 178 3.46 17.6 | 0.26 | 0.019 | 44.7 -28.9 50

MF-27 | 09/06 14:00 173 3.77 171 50 38.5 164 3.58 16.0 182 3.54 18.1 | 0.29 | 0.037 | 55.0 -35.1 50

MF-28| 09/06 16:45 177 4.16 17.9 50 26.6 175 4.06 17.0 178 3.80 18.9 | 0.31 | 0.048 3.1 -45.6 50

MF-29 | 09/06 17:30 183 5.22 16.5 50 21.3 172 6.07 154 194 3.78 175 | 0.38 | 0.055 9.6 | -426.1 50

MF-30| 09/09 17:45 178 3.95 14.7 50 18.3 177 3.71 14.1 178 3.75 153 | 0.26 [ 0.019 | 27.1 -50.3 50

MF-31| 09/09 18:00 181 3.77 14.8 50 16.4 180 3.64 14.1 182 3.48 154 | 0.25 [ 0.026 | 19.1 -69.9 50

MF-32| 09/09 18:15 180 3.76 14.8 50 14.4 179 3.49 14.1 181 3.60 154 | 0.26 | 0.020 8.1 | -175.3 50

TABLE 3-8. REQUIRED TAILINGSPOND METEOROLOGICAL DATA: 2015 (EAST WIND)
E-Calc 1 E-Calc 2
M ean Solar Pond Station Mine Station M ean
End- (Both Stations) Elev. (2.68m sensor ht) (10.0m sensor ht) (Both Stations)

Event Time WD WS T RH | Angle WD WS T WD WS T u* Z H L RH
ID Date | (MDT) () [ (mls) | (°C) | (%) ©) () | (mls) | (°C) ©) [ (ms) | (C) | (mlg) | (m) [W/m?H)]| (m) (%)
TP-1 | 10/03 15:45 091 2.75 4.0 74 22.3 091 2.40 3.9 090 2.76 40 | 0.19 | 0.010 | 47.5 -10.6 74
TP-2 | 10/03 16:00 084 3.00 4.1 74 21.0 073 2.53 4.0 094 3.12 42 | 0.15 | 0.029 | 435 -9.6 74
TP-3 | 10/03 16:15 083 2.95 4.1 74 19.6 096 2.88 4.0 069 2.61 4.2 | 0.10 | 0.000 | 33.9 -2.2 74
TP-4 | 10/03 16:30 096 3.16 4.1 74 18.1 107 3.10 4.1 084 2.78 41 | 0.16 | 0.002 | 29.7 -12.3 74
TP-5 | 10/03 16:45 093 2.76 4.1 75 16.5 095 2.27 4.1 090 2.94 40 | 0.07 | 0.000 | 31.6 -1.0 75
TP-6 | 10/03 17:00 098 3.10 4.0 75 14.9 106 3.01 4.0 089 2.76 39 | 0.16 | 0.007 | 32.3 -10.0 75
TP-7 | 10/03 17:15 085 2.66 4.0 75 13.2 091 2.77 4.0 078 2.17 3.9 | 0.12 | 0.001 | 40.2 -3.6 75
TP-8 | 10/03 17:30 084 2.58 4.1 74 11.4 086 2.40 4.0 082 2.43 42 | 0.21 | 0.185 | 46.3 -22.0 74
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TABLE 3-9. REQUIRED METEOROLOGICAL DATA: 2016 TAILINGS POND (WEST WIND)

E-Calc 1 E-Calc 2
M ean Solar Pond Station Mine Station M ean
End- (Both Stations) Elev. (5.6m sensor ht) (5.6m sensor ht) (Both Stations)

Event Time WD WS | Temp | RH [Angle WD WS | Temp | WD WS | Temp u* Z H L RH
ID Date | (MDT) () [ (mls) | (°C) | (%) ©) () | (m/s) | (°C) ©) [ (m/s) | (°C) | (mis) | (m) [(W/m?]| (m) (%)
TP-9 | 09/02 01:00 233 2.87 17.0 50 night 230 2.54 16.0 235 2.72 18.0 | 0.25 | 0.097 -5.8 296.6 50

TP-10 | 09/02 01:30 248 3.25 16.5 50 night 257 2.53 154 238 3.42 17.6 | 0.26 | 0.064 -7.9 183.2 50

TP-11 | 09/02 01:45 254 3.47 16.1 50 night 261 2.71 15.0 246 3.66 17.2 | 0.21 | 0.073 | -11.1 64.7 50

TP-12 | 09/02 02:00 261 3.02 15.6 50 night 268 2.44 14.6 253 3.10 16.7 | 0.16 | 0.020 -7.2 47.4 50

TP-13 | 09/02 07:15 249 2.37 12.9 50 4.0 247 2.32 115 250 2.15 14.4 | 0.18 | 0.020 -7.4 79.0 50

TP-14 | 09/02 08:15 257 2.79 13.3 50 12.0 257 2.51 12.2 256 2.76 145 | 0.23 | 0.019 1.4 | -7325 50

TP-15 | 09/02 08:30 249 3.01 13.5 50 14.0 250 2.95 12.5 248 2.74 14.6 | 0.25 | 0.025 3.5 | -345.7 50
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3.5.3 Relative Source-Strength Apportionment Data

Table3-10 presentsthe number of flux-chamber sampling locationsfor each source and year. Both
methane and carbon dioxide were analyzed from all flux-chamber samples. The locations and
concentrations of these samples formed the basis of the relative source strength, as discussed in
Section 2.2.4 (Step 2).

TABLE 3-10. NUMBER OF FLUX-CHAMBER SAMPLING LOCATIONSBY SOURCE AND YEAR

Number of
Sampling L ocations
Sour ce 2015 2016
Mine Face 4 3
Tailings Pond 9 9

Figures 3-5 and 3-6 depict the mine-face flux-chamber sampling locations and reported emission
rates for 2015 and 2016, respectively. For 2016, the ACCO dataincluded amap which graphically
depicted the areal extent of each emission area or regime (reproduced herein as the base map in
Figure 3-6). No such map was provided for 2015, however, and ACCO’ srecommendation was to
use the same general layout as 2016. All emission rates (both figures) are reported in units of
kilograms per square meter per year.

FIGURE 3-5. MINE-FACE FLUX-CHAMBER SAMPLING LOCATIONS AND EMISSION RATES: 2015

ERA Final Project Report: Milestone |
April 17, 2019 3-15



FIGURE 3-6. MINE-FACE FLUX-CHAMBER SAMPLING LOCATIONSAND EMISSION RATES: 2016
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Figures3-7 and 3-8 depict thetailings pond flux-chamber sampling | ocationsand reported emission
rates for 2015 and 2016, respectively. All emission rates (both figures) are again presented in units
of kilograms per square meter per year.

FIGURE 3-7. TAILINGSPOND FLUX-CHAMBER SAMPLING LOCATIONSAND EMISSION RATES: 2015
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FIGURE 3-8. TAILINGSPOND FLUX-CHAMBER SAMPLING LOCATIONSAND EMISSION RATES: 2016
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Figur e 3-9 graphically depicts the mine-face rel ative source-strength apportionment (both methane
and carbon dioxide) for 2015. Theyellow, orange, and red areas correspond to previously derived
emissions regimes (not shown), with the relative source strengths reproduced in the figure key
(unitless dimensions). The green designation denotes areas in which the emissions were reported
to be zero (although no flux-chamber sampling was performed); thisis the only source and year in
which any zero emissions were assumed.

FIGURE 3-9. RELATIVEMINE-FACE SOURCE-STRENGTH APPORTIONMENT FOR CH,AND CO,: 2015
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Figur e 3-10graphically depi ctsthe mine-facerel ative source-strength apportionment (both methane
and carbon dioxide) for 2016. Asin 2015, the yellow, orange, and red areas correspond to the
previously defined emissions regimes (not shown), with therel ative source strengths reproduced in

the figure key (unitless dimensions).

FIGURE 3-10. RELATIVEMINE-FACE SOURCE-STRENGTH APPORTIONMENT FORCH,AND CO,: 2016
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Figures 3-11 and 3-12 present the methane relative source-strength apportionment maps for the
tailings pond for 2015 and 2016, respectively. Theyellow, orange, and red areas correspond to the
previously defined emissions regimes (not shown), with therel ative source strengths reproduced in

the figure key (unitless dimensions).

FIGURE 3-11. RELATIVE TAILINGS POND SOURCE-STRENGTH APPORTIONMENT FOR CH, 2015
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FIGURE 3-12. RELATIVE TAILINGSPOND SOURCE-STRENGTH APPORTIONMENT FOR CH, 2016
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Figures 3-13 and 3-14 present the carbon dioxide relative source-strength apportionment maps for
thetailings pond for 2015 and 2016, respectively. Theyellow, orange, and red areas correspond to
the previously defined emissions (not shown), with the relative source strengths reproduced in the

figure key (unitless dimensions).

FIGURE 3-13. RELATIVE TAILINGSPOND SOURCE-STRENGTH APPORTIONMENT FOR CO,: 2015
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FIGURE 3-14. RELATIVE TAILINGS POND SOURCE-STRENGTH APPORTIONMENT FOR CO,: 2016
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36  E-CalcResults

Sections 3.6.1 and 3.6.2 present tabular summariesof all daily e-Calc results (both versions) for the
minefaceandthetailingspond, respectively. All emissionratesinthesetablesarepresentedinunits
of metric tons per year (mT/yr). It was assumed that all calculated 15-minute-averaged emission
rates were constant for the entire year. Mean emission rates were calculated for each day, as well
as the standard deviation about the mean.

Section 3.6.3 presents a comparative analysis of these results.

3.6.1 MineFace
Tables3-11 and 3-12 summarize the mine-face methane and carbon dioxide e-Cal ¢ resultsfor 2015
and 2016, respectively.
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TABLE 3-11. MINE-FACE E-CALC RESULTS: 2015

Emission Rate
End M ean Wind (Metric Tons per Year)
n -
=i = WD WS M ethane Carbon Dioxide
1D Date (MDT) [(degrees)| (m/s) E-Calc1 E-Calc 2 E-Calc1 E-Calc 2
MF-1 09/29 09:30 171 3.64 72,482 30,145 |3,095,857 1,111,979
MF-2 09/29 10:30 187 3.70 69,265 76,176 |3,785,001 3,609,693
MF-3 09/29 12:45 183 3.64 7,520 4,288 (1,593,465 796,041
MF-4 09/29 16:15 192 3.82 27,369 18,940 731,045 474,178
MF-5 09/29 16:45 187 4.09 23,223 12,795 793,062 390,874
MF-6 09/29 17:00 184 3.73 22,681 17,379 642,304 414,819
MF-7 09/29 17:15 189 3.72 28,549 27,532 168,768 145,173
MF-8 09/29 17:45 190 3.57 23,585 8,760 518,990 178,294
Daily Mean | 34,334 | 24502 [1416062 | 890,131 |
Standard Deviation (%) | 68.3 | 924 | 935 | 1285 |
MF-9 09/30 09:15 185 3.68 53,718 50,215 |2,999,592 1,064,359
MF-10 09/30 09:30 187 3.83 57,900 49,197 |2,316,371 1,704,613
MF-11 09/30 09:45 185 3.80 56,144 71,497 12,027,635 2,170,384
MF-12 09/30 12:45 201 4.68 50,799 25,231 |5,102,027 2,505,620
MF-13 09/30 14:30 200 4.80 51,236 38,542 11,876,306 1,386,731
MF-14 09/30 17:45 203 4.70 80,106 66,688 1,949,127 1,606,832
MF-15 09/30 18:00 204 4.22 80,357 48,558 |1,832,464 1,100,048
DailyMean | 61,466 | 49,990 |2586,217 | 1,648,370 |
Standard Deviation (%) | 21.3 | 31.5 | 45.6 | 32.5 |
MF-16 10/01 14:30 176 4.06 18,500 6,304 |1,029,403 358,747
MF-17 10/01 14:45 185 4.09 23,694 8,887 1,075,947 427,738
MF-18 10/01 15:00 175 4.55 22,787 8,404 |1,097,431 436,403
MF-19 10/01 15:15 179 4.15 28,454 16,186 |[1,128,787 550,089
MF-20 10/01 15:30 182 3.58 29,577 18,516 [1,064,032 596,981
MF-21 10/01 15:45 174 4.02 28,108 12,900 |1,115,784 466,677
MF-22 10/01 16:00 177 3.84 26,047 15,643 [1,001,357 539,911
MF-23 10/01 16:15 178 3.92 27,359 14,190 849,834 400,688
MF-24 10/01 16:30 177 4.10 25,832 9,029 855,379 320,402
MF-25 10/01 16:45 177 3.88 25,928 10,910 825,977 344,571
Daily Mean | 25629 | 12,097 [1,004,393 | 444221 |
Standard Deviation (%) | 12.7 | 38.0 | 11.7 | 21.1 |
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TABLE 3-12. MINE-FACE E-CALC RESULTS: 2016

Emission Rate
End M ean Wind (Metric Tons per Year)
n -
=i = WD WS M ethane Carbon Dioxide
1D Date (MDT) [(degrees)| (m/s) E-Calc1 E-Calc 2 E-Calc1 E-Calc 2
MF-26 09/06 13:45 172 3.59 5,021 2,997 3,812,147 2,365,615
ME-27 09/06 14:00 173 3.77 2,630 1,747 3,023,040 2,232,796
MF-28 09/06 16:45 177 4.16 4,045 2,494 3,552,436 2,381,583
MF-29 09/06 17:30 183 5.22 3,766 2,687 5,419,692 4,987,179
Daily M ean 3,866 2,481 3,951,829 2,991,793
Standard Deviation (%) | 25.5 21.4 26.1 44.5
MF-30 09/09 17:45 178 3.95 2,732 1,498 3,640,661 2,162,306
MF-31 09/09 18:00 181 3.77 5,387 3,013 3,771,239 2,318,150
MF-32 09/09 18:15 180 3.76 2,631 1,550 4,009,550 2,579,866
DailyMean | 3583 | 2020 | 3,807,150 | 2353441 |
Standard Deviation (%) | 436 | 426 | 4.9 | 9.0 |
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3.6.2 TailingsPond

Tables 3-13 and 3-14 summarize the tailings pond methane and carbon dioxide e-Calc results for
2015 and 2016, respectively. The shaded rowsin Table 3-14 identify those eventswhich took place
during the nighttime, and could be addressed only using e-Calc 2.

TABLE 3-13. TAILINGSPOND E-CALC RESULTS: 2015

Emission Rate
o M ean Wind (Metric Tons per Year)
n -
S Time WD WS M ethane Carbon Dioxide
1D Date (MDT) [(degrees)| (m/s) E-Calc1 E-Calc 2 E-Calc1 E-Calc 2
TP-1 10/03 15:45 91 2.75 2,776 3,706 247,419 355,101
TP-2 10/03 16:00 84 3.00 941 1,104 258,115 287,232
TP-3 10/03 16:15 83 2.95 3,438 2,242 182,854 128,005
TP-4 10/03 16:30 96 3.16 3,833 3,878 115,811 119,665
TP-5 10/03 16:45 93 2.76 4,755 2,694 99,558 57,520
TP-6 10/03 17:00 98 3.10 4,563 4,805 52,064 55,982
TP-7 10/03 17:15 85 2.66 4,637 4,332 105,097 101,240
TP-8 10/03 17:30 84 2.58 2,624 4,098 103,814 165,156
Mean | 3446 | 3357 | 145592 | 158,738 |
Standard Deviation (%) | 37.9 | 38.7 | 516 | 68.1 |

TABLE 3-14. TAILINGSPOND E-CALC RESULTS: 2016
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Emission Rate
o M ean Wind (Metric Tons per Year)
n -
S Time WD WS M ethane Carbon Dioxide
1D Date (MDT) [(degrees)| (m/s) E-Calc1 E-Calc 2 E-Calc1 E-Calc 2
TP-9 09/02 01:00 233 2.87 - 31,501 - 9,710,846
TP-10 | 09/02 01:30 248 3.25 - 6,586 - 12,078,641
TP-11 [ 09/02 01:45 254 3.47 — 4,185 — 8,476,829
TP-12 [ 09/02 02:00 261 3.02 — 4,382 — 8,211,123
TP-13 [ 09/02 07:15 249 2.37 2,341 1,343 | 10,040,075 5,611,226
TP-14 [ 09/02 08:15 257 2.79 1,320 2,326 | 15,091,770 | 26,818,851
TP-15 09/02 08:30 249 3.01 632 1,127 | 13,775,174 | 24,949,262
Mean | 1431 | 7,350 | 12,969,006 | 13,693,825 |
Standard Deviation (%) | 60.1 | 147.2 | 202 | 62.5 |
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3.6.3 Comparative Analysis

Table3-15 presentsthe e-Cal c-derived mean methane and carbon dioxide mT/yr emissionsrates by
source and year, as well as the ratio between carbon dioxide and methane (CO,/CH, ratio). In
general, carbon dioxide emissions were much greater than methane for both sources. In each year,
e-Calc 1 predicted significantly greater emission rates than e-Calc 2 for the mine face (both
compounds), but similar emission rates to e-Calc 2 for the tailings pond.

TABLE 3-15. MEAN E-CALC EMISSION RATESBY SOURCE AND YEAR

Emission Rate
(Metric Tons per Year)
Mine Face Tailings Pond
2015 2016 2015 2016
Compound e-Calcl | e-Calc2 | e-Calcl | e-Calc2 | e-Calcl | e-Calc2 | e-Calcl e-Calc 2
M ethane 38,449 26,676 3,745 2,284 3,446 3,357 1,431 7,350
Carbon Dioxide 1,579,038 | 924,074 |3,889,824 2,718,214 | 145592 | 158,738 | 12,969,006 | 13,693,825
|co,cH, Ratio | 41 | 35 | 1039 | 1,190 | 42 | 47| 0063 | 1,863 |

Mine-Face M ethane Emissions
From Table 3-15, mean mine-face methane emissionswereabout 10 timesgreater in 2015 than 2016
for e-Calc 1, and about 12 times greater for e-Calc 2.

From Table3-11, in 2015 (based on 25 valid eventsover 3 days), the methane emission rates ranged
from 7,520t0 80,357 mT/yr (spanning afactor of 10.7) for e-Calc 1, and from 4,288t0 76,176 mT/yr
(factor of 17.8) for e-Calc 2.

In 2016 (Table 3-12, based on seven valid events over 2 days), the methane emission rates ranged
from 2,630 t0 5,387 mT/yr (factor of 2.0) for e-Calc 1, and from 1,498 to 3,013 mT/yr (factor of 2.0
again) for e-Calc 2.

Mine-Face Carbon Dioxide Emissions
From Table 3-15, mean mine-face carbon dioxide emissions were about 2.5 times greater in 2016
than 2015 for e-Calc 1, and about 2.9 times greater for e-Calc 2.

From Table 3-11, in 2015 (based on 25 valid events over 3 days), the carbon dioxide emission rates
ranged from 168,768 to 5,102,027 mT/yr (factor of 30.2) for e-Cac 1, and from 145,173 to
3,609,693 mT/yr (factor of 24.9) for e-Calc 2.

In 2016 (Table 3-12, based on seven valid events over 2 days), the carbon dioxide emission rates
ranged from 3,023,040 to 5,419,692 mT/yr (factor of 1.8) for e-Calc 1, and from 2,162,306 to
4,987,179 mT/yr (factor of 2.3) for e-Calc 2.

ERA Final Project Report: Milestone |
April 17,2019

3-29



Tailings Pond Methane Emissions
From Table 3-15, mean tailings pond methane emissions were about 2.4 times greater in 2015 than
2016 for e-Calc 1, but about 2.2 times greater in 2016 than 2015 for e-Calc 2.

From Table 3-13, in 2015 (based on eight valid events over 1 day), the methane emission rates
ranged from 941 to 4,755 mT/yr (factor of 5.1) for e-Calc 1, and from 1,104 to 4,805 mT/yr (factor
of 4.4) for e-Calc 2.

In 2016 (Table3-14, based onthreevalid eventsover 1 day), themethane emission ratesranged from
632 t0 2,341 mT/yr (factor of 3.7) for e-Calc 1, and from 1,127 to 31,501 mT/yr (factor of 28.0) for
e-Calc 2 (including the four vaid nighttime events).

Tailings Pond Carbon Dioxide Emissions
From Table 3-15, mean tailings pond carbon dioxide emissions were about 89.1 times greater in
2016 than 2015 for e-Calc 1, and about 86.3 for e-Calc 2.

From Table3-13,in 2015 (based on eight valid eventsover 1 day), the carbon dioxide emission rates
ranged from 52,064 to 258,115 mT/yr (factor of 5.0) for e-Calc 1, and from 55,982 to 355,101 mT/yr
(factor of 6.3) for e-Calc 2.

In 2016 (Table 3-14, based on three valid events over 1 day), the carbon dioxide emission rates
ranged from 10,040,075 to 15,091,770 mT/yr (factor of 1.5) for e-Calc 1, and from 5,611,226 to
26,818,851 mT/yr (factor of 4.8) for e-Calc 2 (including the four valid nighttime events).

Observations

The first observation (Table 3-15) was that the mean 2016 carbon dioxide emissions were much
greater than those for methane (both sources), while this difference was more than 3 orders of
magnitude for each source (both e-Calc versions). Andyetin 2015, thee-Calc 1 and e-Calc 2 carbon
dioxide emissionswere only 41 and 35 times greater, respectively, for the mineface, and 42 and 47
times greater, respectively, for thetailingspond. Not being privy to any data except the raw results
as described herein, we were unable to speculate on any physicochemical reasons as to why this
might be so.

The second observation concerned thevariability about the mean emission rates, asdiscussed above.
Empirically, we would normally be inclined to assign a higher quality to those emissions datawith
lessvariability. Thiswouldlend the most credence to the mine-face dataon October 1, 2015 (Table
3-11) and September 9, 2016 (Table 3-12).

Thethird observation wasthe lack of consistency in the overall emissions behavior between thetwo
years (both sources). For example, from Table 3-15, the mean mine-face methane emission ratewas
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10.3 times greater in 2015 than in 2016 for e-Calc 1, and 11.7 times greater for e-Calc 2.
Conversdly, for the tailings pond, the mean carbon dioxide emission rate was 89.1 times greater in
2016 than in 2015 for e-Calc 1, and 86.3 times greater for e-Calc 2.

Conclusion

Whileit might have been tempting to conclude, based on the second observation, that the mine-face
emissions datawere of aquality higher than thetailings pond data, we asserted that such was not the
case. Instead, on a more fundamental level, we believed this observation and the overall lack of
reproducibility intheindividual eventsweredueprimarily toinsufficient TDL path-lengths, and that
inadequate rel ative source-strength apportionments and likely problems with the TDL instruments
(or their operation) only served to exacerbate the situation.

The quality issuesin the ACCO data (in the context of e-Calc) are discussed next.
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3.7  Achievement of ACCO Objectives

Before discussing achievement of ACCO’ s abjectives, it isimportant to identify the quality issues
affecting this data in the context of the area-source technique (and, thus, e-Calc). Despite these
limitations, we concluded that enough usable data still remained to infer some meaningful results
with respect to these objectives.

It should be noted that little can be said whether employment of e-Calc 2 resulted in a material
improvement over e-Calc 1inachievingthe ACCO objectives; the quality issuesassociated with the
ACCO data (with respect to e-Calc needs) were overriding.

3.7.1 Data-Quality I'ssues

For each source (both years), in the context of e-Calc input needs, two basic factors significantly
affected thequality of the ACCO data. Thesefactors precluded achievement of the minimum spatial
data-representativenesscriteriafor both: (a) determination of sourceattribution (thedownwind TDL
path-lengths); and (b) identification and quantification of therel ative source-strength apportionment
(the flux-chamber sampling configurations).

Downwind TDL Path Lengths

Thefirst (and primary) quality-affectingissuewasthat thedownwind TDL path-lengths, inall cases,
were far too short relative to the downwind source dimensions, thus significantly compromising
accuracy in the predicted e-Calc emission rates.

Ideally, the path-integrated concentration should be measured along the entire crosswind dimension
of the source plume. In this case, the downwind measurement paths spanned distances of some 3.5
kilometers for the mine face and 7 kilometers for the tailings pond. Even the longest path-lengths
(474 meters for the mine face and 267 meters for the tailings pond) were only a small fraction of
these distances, resulting in very small plume-capture percentages. Accordingly, our confidencein
the overall quality of the e-Calc results was substantially compromised.

Flux-Chamber Sampling Configurations

The second quality-affecting issue was that the flux-chamber data was too sparse to be able to
confidently assessthe relative source strength across each source subarea. Although especially true
for the mine face (see Figures 3-5 and 3-6), this factor was judged overal to be not nearly as
important as the downwind TDL path-lengths.

3.7.2 Emission Rates and Ratios

In the Major Deliverable for Milestone G, atotal of 28 individual graphs compared and contrasted
the carbon dioxide and methane emission rates and emission ratios for the mine face and tailings
pond (not reproduced herein). All emission rates were plotted from daily means based on the event
emission rates in Tables 3-11 and 3-12. Generally, the mine face emissions rates and emissions
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ratios (both compounds) tracked fairly well between e-Calc 1 and e-Calc 2. There was little
consistency between the emission rates and ratios, however, on a day-to-day or even an event-to-
event basis.

3.7.3 Diurnal Emission Trends

No diurnal emission trends could be discerned, as the only valid nighttime ACCO datain terms of
e-Calc was limited to four tailings pond events (September 2, 2016), and then only for e-Calc 2. It
isinteresting to note that the CO,/CH, ratio was reasonably uniform during these four events, but
that was about all which could be said for this extremely limited set of nighttime data.

3.7.4 Impactsof Upwind Sources
Following is a discussion on whether there were upwind sources which could have had an effect
upon the reported carbon dioxide and methane attributions.

Carbon Dioxide

Asdiscussed in Section 3.4, because all upwind carbon dioxide TDL measurementsfor thetailings
pond were anomalously highin 2016, we believed it reasonableto conservatively assign the upwind
concentrations (both sources and years) a fixed value of 402.8 ppm as measured by the CRDS
instrument, consistent with the regional ambient background for this non-reactive compound.

We re-examined the upwind carbon dioxide TDL datafor al valid MEP sinlight of the possibility
that these upwind readings werered (i.e., there were no instrument problems), caused by a source
further upwind. However, the only source-year combination where the data suggests there could
have been an upwind attribution of carbon dioxide was the tailings pond in 2016.

Theupwind TDL for thetailings pond in 2016 was|ocated on the southwest shore (Southwest Pond
sitein Figure 3-4); the upwind TDL value was greater than the corresponding downwind value for
all seven valid measurement event pairs. Assuming the TDL was operating properly, thisevidences
the possibility of anearby upwind interfering carbon dioxide source, likely originating along or just
inland of the southern-most portion of the tailings pond western shoreline.

Methane

Upwind TDL concentrations of methane, on the other hand, were reasonably uniform for the
duration of each measurement day for both sources (i.e., no anomalously high readings). In our
opinion, theevent-to-event differencesin upwind concentrationswere consi stent with the spatial and
diurnal variability inambient background level stypically associated with thiscompound. Therefore,
no upwind source of methane was evidenced for either source.
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3.7.5 Recommendationsfor Future Use of E-Calc

Following are specific recommendations concerning data collection for future e-Calc use at very
large sources, such mine faces and tailings ponds. If these recommendations were to be followed,
we stated confidently that accurate emission rates could be generated in a highly cost-effective
manner with minimal difficulty.

Source-Attribution

The path-length necessary to capture a sufficient portion of the downwind plumeisgreater than can
be achieved by aTDL (or any other optical remote sensing instrument). Thisdoesnot even consider
theinsurmountabl e problems caused by measurement-path obstructions, especially for sourceswith
complex terrain such as amine face.

The only practical means of measuring the downwind plume for such sourcesis arapid-sampling,
point-monitoring system configured to generate path-averaged concentrations. A continually
sampling CRDS system, driven along the downwind source perimeter at a uniform speed, isideal
for generating such data, and was strongly recommended.

Relative Source-Strength Apportionment

One means of determining relative source-strength apportionment across a mine face or atailings
pond is by collecting samples at the center points of uniformly spaced grids, immediately above the
source surface. It isfeasible to collect such data by directing a drone (close to the surface during
cam or light winds), upon which is mounted a real-time sampling device (such as a closed-cell
TDL), and to transmit these results, together with sample coordinates, to an onsite command center.

Perhaps an easi er approach isto employ amotor boat for collecting the hot-spot dataviaahand-held
instrument positioned just above the pond surface during reasonable calm conditions. These
readings would be taken at the center-point of each subarea determined by a similar grid to be
established atop the source. A total of about 24 square subareas should be sufficient to provide a
reasonable level of model accuracy. ldeally, the emissions-characterization study should be
performed twice: prior to and upon completion of all monitoring events. However, in this case, for
asource this large, once was judged satisfactory.

M eteorol ogical M easurements

E-Calc 1. E-Cac 1 simulates the wind profile in the vertical dimension and the atmospheric
turbulence by cal cul ating dispersion coefficientsbased on wind speed, |and use, solar insol ation, and
statistical data treatments, such as the standard deviations of the horizontal wind direction and
vertical wind speed. Boundary layer parameters (e.g., friction velocity, sensible heat flux, and
Monin-Obukhov length) arerequired in the surface meteorological fileinput to AERMOD. E-Calc
1 simul ates these parameters in the AERMET preprocessor based on the flux-gradient approach.
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The onsitewind dataused e-Calc 1 is collected via standard cup-and-vane sensors. Wind direction,
wind speed, sigmatheta or o, (Standard deviation of the horizontal wind direction), and sgma W
or o, (standard deviation of the vertical wind speed) are collected (or calculated) from an
appropriately configured 3-meter meteorological tower. Air temperature is measured using a
portable hand-held instrument, and cloud cover (in tenths) is observed and recorded; the solar
elevation angle is derived in accordance with the U.S. National Oceanic and Atmospheric
Administration (NOAA) Solar Calculator. E-Calc 1 cannot be applied at night without a 10-meter
meteorological tower.

E-Calc 2. E-Calc 2 employs dual 3D and 2D ultrasonic anemometers (plus a temperature sensor)
at two heights. Thismethod of profiling wind speed and atmospheric turbulence, referred to asthe
eddy-correlation (or covariance) approach, alows for the direct measurement of boundary layer
parameters, resulting in a more accurate assessment of emission rates — at least in theory. This
approach aso obviatestheneed for theAERMET preprocessor, thereby simplifying thee-Calclogic,
and can be applied at night.

In this approach, both the friction velocity and the M onin-Obukhov length are cal culated using the
covariance statistic between the u (east-west) and w (up-down) wind components and the v (north-
south) and w wind components; sensible heat flux is cal culated using the covariance between thew
wind component and the temperature. The 3D ultrasonic anemometer and temperature sensor
measures 1-second orthogonal wind and temperature, from which the covariance values are
generated. Sigma theta is calculated from wind direction data generated by the 2D ultrasonic
anemometer. (It should be noted that asimpler meteorol ogical configurationisdescribed in Section
6.2 of this Final Project Report.)
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SECTION 4 -FIELD-WORK PLANNING

The project Work Plan described all planning and logistical aspects of those activities leading to
System development. A Quality Assurance Project Plan (QAPP), included as an appendix to the
Work Plan, set forth specific proceduresto ensure that al data generated was of a quality sufficient
to achieve the project objectives.

The Work Plan was prepared in accordance with the U.S. EPA DQO process. Its application
represents the first step in the successful planning of any project involving the measurement of
environmental data.

The QAPP was prepared consistent with U.S. EPA guidance provided in “EPA Requirements for
Quality Assurance Project Plans, EPA QA/R-5," EPA/240/B-01/003, March 2001, and its
companion document, “Guidance for Quality Assurance Project Plans, EPA QA/G-5,”
EPA/240/R-02/009, December 2002.

Section 4.1 presentsan overview of each planning el ement contained in the Work Plan. Section 4.2
presents an overview of each procedureforth in the QAPP. Thereader isurged to consult the Major
Deliverable for Milestone B for specific planning and procedura details.

41  Work Plan Requirements

The DQO Process and Statement of the Problem

TheDQO processisaniterative, seven-step planning approach used for thecollection of high-quality
environmental data. Thisprocessis best described as a systematic strategy for defining the criteria
that design of an effective data-collection program should satisfy, including: when, where, and how
to collect samples or measurements; determination of tol erable decision-error rates; and the number
of samples or measurements which should be collected.

The DQO process is described in the U.S. EPA document, Data Quality Objectives Process for
Hazardous Waste Investigations (EPA QA/G-4HW), Office of Environmental Information,
Washington, DC, EPA/600/R-00/007, January 2000. Although this DQO guidance document was
revisedin 2006, thisearlier versionisstill applicableand wasfollowed herein asit isjudged superior
for applied research projects.

A step-by-step overview of the DQO process was presented, aswell asthe way it would be applied
to the controlled methane-rel ease component of this project. For each step, a generic statement of
purpose and resultant outputs were identified, and the means of achieving these outputs were
presented throughout the remainder of the Work Plan.
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Management and Responsibilities
Figure 4-1 depicts the overall management organization for this project.

FIGURE 4-1. PROJECT MANAGEMENT

Experimental Design

The experimental design was described in terms of the sources to be simulated for controlled
methanerel eases, as construction of these sourceswas part of the Project itself. Also described were
the TDL measurement configurations to be employed (depending on the wind direction).

Source Simulation
Figures 4-2 through 4-5 presented the simulated process sources. These were: a production pad
(well-head leak, where the pi pesemerge from the ground); agas-gathering pipeline assembly (valve
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or flange leak); a gas transmission line (flange or rupture leak); and a boosting station (ruptured
compressor-engine seal leak or condensate tank thief hatch or pressure-relief valve leak).

FIGURE 4-2. SSIMULATED METHANE SOURCE: PRODUCTION PAD

FIGURE 4-3. SSIMULATED METHANE SOURCE: GAS-GATHERING PIPELINE ASSEMBLY
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FIGURE 4-4. SSIMULATED METHANE SOURCE: GASTRANSMISSION LINE

FIGURE 4-5. SSIMULATED METHANE SOURCE: BOOSTING STATION

Potential M easurement Configurations

Figur e4-6 presents aschematic illustration of the experimental design. The TDL and retroreflector
were moved, as needed, based on the mean wind direction. The meteorological tower was sited at
alocation representative of the plume dispersion and transport conditions between the controlled-
release location and the TDL measurement path, in accordance with applicable U.S. EPA siting
criteria. The distance between the simulated source and the measurement path was be between 20
and 50 meters. The lower limit ensured the methane plume was well-mixed by the time it reached
the beam. The upper limit ensured the above plume capture is always achieved.
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FIGURE 4-6. EXPERIMENTAL DESIGN: SCHEMATIC ILLUSTRATION

Source-Receptor Input Data

Information required for implementing the unity-based modeling included the emission source
(location coordinates, orientation, booster-station dimensions, grade elevation, and release height
above grade) and the measurement path (grade elevation of the TDL beam-path and coordinates of
the beam endpoints).

Overview of the Data-Collection Component

A total of 8 days of controlled-release measurements were budgeted. Two full days were allocated
for each of the four sources (or source groups). Additionally, 2-hour nighttime measurement “ add-
ons’ (before sunrise or after sunset) were included in two of the measurement days. Theintent was
to collect, for each source, asufficient number of measurement eventswithin both unstable (daytime)
and stable (nighttime) atmospheric regimes.

An average of twenty-four, 15-minute-averaged emission rate “ snapshots’ (i.e., monitoring events)
was expected to be completed during each measurement day, for an anticipated project total of 192
daytime snapshots; i.e., 48 per each source (or source group). Each nighttime add-on was expected
to yield aadditional eight snapshots.

Data-Collection Needs
Data-collection needsrequired asinput to e-Calc 2 were presented in terms of the measured dataand
the subsequent reduced data.

Measured Data
Table4-lidentifiesall datawhichweremeasured directly. The path-integrated TDL measurements
were collected and generated as 1-second averages. A uniform methane mass flow rate was set for
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each measurement day (blind to the Field Manager), and was checked for drift (and recorded)
approximately every hour. The meteorological measurements were generated both as 1-second
values and 15-minute block averages.

TABLE 4-1. DATA MEASURED DIRECTLY

M easur ement

Path-Integrated M easurements

methane

M ass-Flow M easurements

methane

Direct M eteorological M easurements

wind speed vectors u, v, and w at 2 meters

wind speed vectors v and w at 5 meters

ambient temperature at 2 and 5 meters

atmospheric pressure at 2 meters

Reduced Data
Table 4-2 identifies the meteorological parameters needed to support e-Calc. These input
parameters were derived from measurements made directly in the field.

TABLE 4-2. DERIVED METEOROLOGICAL PARAMETERSAND ASSOCIATED RAW MEASUREMENTS

Derived 15-M inute Parameter for E-Calc Input
Horiz.
Wind Rough- [Sensible[ M onin- Ve ailie
(Speed |Sigma [Sigma | Friction | ness Heat | Obukhov 2-5m Raw 1-Second
& Dir.) [Theta| Phi |Velocity | Length | Flux Length |Amb.| Profile M easur ement
X X X X 2m u-comp. 3D wind vector
X X X X 2m v-comp. 3D wind vector
X X X X 2m w-comp. 3D wind vector
X X X 5m v-comp. 2D wind vector
X X X 5m w-comp. 2D wind vector
X X X X 2m ambient temperature
X 5m ambient temperature
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Field Logistics and Sequence of Activities

The start-time for each monitoring event was synchronized with the clock governing collection of
the meteorological data. All monitoring events began precisely at the quarter hour; i.e., at the top
of the hour or 15, 30, or 45 minutes past. All meteorological datawas recorded onto a datalogger
which was periodicaly downloaded onto a flash drive (memory stick) in order to minimize the
chances of dataloss. The sequence of each day’sfield activities was:

1. Select Measurement Configuration and Perform Equipment Set-Up and Start-Up

Finalize the go/no-go decision; if a go, continue

Determine the source location and measurement configuration

Provide the monitoring event identification sequencing numbers for the day
Perform meteorological system check-out and start-up

Set up the controlled rel ease apparatus, and site and power-up the TDL system

2. Conduct Data Collection

Commence data collection, once the TDL and controlled release systems have
stabilized (uniform controlled release rate for each field day)

Perform documentation of all data-collection activities, including anything which
may affect data quality

3. Perform Post-Data-Collection Tasks

Electronically back upal TDL and meteorol ogical data, using high-capacity memory
sticks

Prior to equipment shut-down and/or breakdown, identify and document any issue
or concern potentially adverse to the quality of the data collected

Review al documentation

4. Conduct Planning Meeting for Next Day’ s Activities

Review meteorological forecast to support a go/no-go decision

Select the source type to be monitored

Identify any technica and logistical problems, either having occurred or anticipated,
and a plan of action for their resolution

Decide whether to perform nighttime testing

Figure 4-7 presents the field data-collection form filled out by the Field Manager after each
monitoring event.

ERA Final Project Report: Milestone |

April 17, 2019



FIGURE 4-7. FIELD DATA-COLLECTION FORM

Documentation and Record-K eeping
The documentation and records generated in the field were sufficiently comprehensiveto ensurethe
technical validity of the datacollected, and to support independent validation of the project findings.

Meteorological Measurement System

Meteorological datawas collected, processed, and stored using aMet One IMP-865 programmable
datalogger. Thedatalogger had the capability of storing thedirectly measured, 1-second (1 Hz) raw
values, together with internally tabulated, 15-minute-averaged measured and derived values. All
datawas stored in a ASCII CSV text file format.
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Tunable Diode Laser System

Path-integrated methane datawas collected each second. Thedatawas processed on aninternal data
logger (4 GB capacity), designed to allow for data transfer and downloading as needed. Stored as
1-second raw valuesin ASCII CSV format, al datawas copied daily onto aflash drive for transfer
to aseparate field PC, from which 15-minute values were tabulated for each monitoring event.

Controlled-Release System

A spreadsheet detailing all controlled-rel easerate datawas prepared. Thisincluded themeanrelease
rate for each monitoring event, together with all supporting QC information, including tabulation
of the total precision and accuracy (i.e., the mass flow controller plus the natural gas composition
analysis) for each release rate.

Reporting
A comprehensivereport detailing all data-collection and analysisactivitieswas prepared upon fiel d-
work completion (Mg or Deliverable for Milestone F). This report included:

. test-design description

. anarrativeon al field activities, including problemsidentified and corrective action
taken

. apresentation of all data collected and generated

. the statistical analysis methods employed to assess method accuracy as functions of
source type, meteorology, and emission rate

. the statistical anaysisresults

. identification of any biasin predicted-to-actual emission rates

. any recommendations on e-Calc software improvements; e.g., use of empirical

correction factors
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4.2  Quality Assurance Project Plan Requirements
QC Organization
Figur e 4-8 presents the QC organization for those activities governing field data collection.

FIGURE 4-8. QC ORGANIZATION

E-Calc Application

A sample Standard Operating Procedure (SOP) for e-Calc, prepared as part of aproject in 2016 to
assess downwind community impact from a contaminated body of water (the Newtown Creek, in
Brooklyn, New Y ork) was presented as Attachment A to the QAPP. This SOP is substantially
similar to the one which would have been prepared for this Project, had e-Calc 2 already existed.

Application of the Area-Source Technique
Information presented in the corresponding section of the QAPP is substantially similar to Section
2.2.4 of thisreport, and is not reproduced here.

M easurement Quality Objectives

As discussed in the Work Plan, measurement and performance criteria are typically expressed in
terms of Data Quality Indicators, while Measurement Quality Objectives (MQO’s) are established
to set the acceptancethreshol ds or goal swhich must be achieved for the measurement data coll ected.
Both quantitative and qualitative MQQO’s are presented next.
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Quantitative

Tables 4-3 through 4-5 present the MQO’ s for precision, accuracy, sensitivity, and compl eteness,
respectively, for the TDL measurement, methane controlled release, and meteorol ogical system.

TABLE 4-3. TDL MQO’s

PRECISION, ACCURACY, AND SENSITIVITY

MQO @
Sensitivity
M easur ed Precision | Accuracy | (PQL)®
Parameter (ppm-m) (%) (ppm-m)
methane 0.5 +2 0.011

COMPLETENESS

Number of Valid 15-M inute
M onitoring Events (over eight days)

Daytime Nighttime
192 16

Notesto Table 4-3:

(a) Precision and accuracy were calculated in accordance with U.S. EPA methods, as presented in 40 CFR 53.23.
Accuracy assumed that methane concentrations were measured at levels 5 timesthe TDL PQL or greater.

(b) Assumed a path length of 45 meters.

TABLE 4-4. CONTROLLED METHANE RELEASE SYSTEM MQO’s

PRECISION, ACCURACY, AND SENSITIVITY

M QO

M easur ed Parameter Precision Accuracy

Omega mass flow controller, Model FM A 2600A | £ 0.2% full scale | £ 0.8% plus 0.2% full scale

COMPLETENESS
Duration of Controlled Releases®
Number of Daytime Nighttime
Working Days Hours Hours
6 7 0
2 5 2

Notesto Table 4-4:
(a) Assumed 7.5 hours of continuous release during each of eight daytime periods, and 2 hours during each of two
nighttime periods.
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TABLE 4-5. METHANE GASANALYSISMQO’s

Gas Chromatography @
(Flame lonization Detection)
(%)

Expected Expected
Precision Accuracy

2 2

Noteto Table 4-5:
(a) Expected M QO’ swere derived from instrument performance details InnoTech Alberta’ sanalytical laboratory:
M ethane Concentration

% (vIv) % (vIv) % (vIv)
Expected 100.00 50.00 25.00
Average (n=8) 100.01 49.61 25.47
Standard Deviation 0.93 1.63 1.66

TABLE 4-6. METEOROLOGICAL SYSTEM MQO’s

PRECISION, ACCURACY, AND SENSITIVITY
M QO

Sensitivity
M easur ed Parameter Precision Accuracy | (threshold)

RM Young 3D Ultrasonic Anemometer, M odel 81000

vector components u and v 0.001 m/s 0.01 m/s 0.01 m/s

vector component w 0.0005 m/s| 0.01 m/s 0.01 m/s

RM Young 2D Ultrasonic Anemometer, M odel 86000

horizontal wind speed 0.01 m/s 0.1 m/s 0.01 m/s

horizontal wind direction 0.1 degrees| 2.0 degrees | 0.01 m/s

M et One Air Temperature Sensors, M odel 064

ambient temperature 0.02°C 0.05°C NA

M et One Air Barometric Pressure Sensor, M odel 092

atmospheric pressure 0.10 hPa 0.35 hPa NA

COMPLETENESS

Number of Valid 15-Minute
M onitoring Events (over 8 days)

Daytime Nighttime
192 16
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Qualitative

Qualitative MQQO’'s consisted of data representativeness (spatial and tempora) and data
comparability. Achievement of these M QO’ swasdemonstrated viastrict adherencetothestrategies
and procedures detailed in the Work Plan. This ensured the collection of measurement data was
consistent in type and quality, at all times.

Representativeness
Achievement of both spatial and temporal representativeness was inherent in the sampling design.

Spatial representativeness was achieved for each monitoring event, as long as. (a) the TDL
measurement path encompassed the entire downwind, cross-plume dimension; and (b)
meteorological measurements were representative of the microscale region between the methane
emissions source and the TDL measurement path.

Temporal representativeness was achieved by ensuring that each 15-minute monitoring event was
synchronized to begin precisely at top of the hour (or 15, 30, or 45 minutes past).

Comparability
Comparability between any given set of monitoring eventswasachieved, giventhat all other MQO’s
were achieved (both quantitative and qualitative) for each data measurement.

Equipment Inventory, Calibration, and M aintenance
The following components comprised the equipment inventory for the controlled-rel ease program.
Brochures and product sheets were included in the QAPP, but are not reproduced herein.

Inventory

Tunable Diode Laser
. one spectrometer
. one retroreflector
. one PC

Meteorological Sensors
. one RM Y oung Ultrasonic 3D Anemometer, Model 81000
. one RM Y oung Ultrasonic 2D Anemometer, Model 86000
. two Met One Ambient Temperature Sensors, Model 064
. one Met One Barometric Pressure Sensor, Model 092

Meteorological Data Logger and Software
. one Climatronics IMP-865 data logger
. one LoggerNet software package
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Meteorological Tower
. one Will-Burt Mast Tower (extendable up to 6 meters)

Controlled Methane Release System
. amethane gas supply
. an apparatus to provide single- and multipoint releases
. one Omega Mass Flow Controller, Model FMA-2600A

Calibration and Maintenance

Table 4-7 presents the calibration procedures and frequency for all measurement equipment
employed in the field. Visual inspections were performed on a daily basis to evidence any
equi pment damage or defects; no such conditions were identified.

TABLE 4-7. MEASUREMENT EQUIPMENT CALIBRATION PROCEDURESAND FREQUENCY

Calibration
M easurement Type M easur ement System Frequency M ethod / Type of Standard

Open-Path TDL Spectrometer

none (recommended check-up

methane concentration | Boreal GasFinder3-OP every 5 years . .
calibration once every 5 years)

Controlled M ethane Release System

Omega mass flow controller,

methane release .
M odel FM A-2600A (or equiv.)

annually NIST -traceable volume standard

M eteor ological System

vector components u, v, | RM Y oung 3D ultrasonic

annuall RM Y oung factory wind tunnel
and w anemometer, M odel 81000 y g y
horizontal wind speed RM Y oung 2D ultrasonic .
. . P J annually RM Y oung factory wind tunnel
and direction anemometer, M odel 86000
. M et One ambient temperature NIST -traceable temperature
ambient temperature annually
sensor, M odel 064 standard
. M et One barometric pressure .
atmospheric pressure P annually NIST-traceable aneroid barometer

sensor, M odel 092

Data Validation
Thefunctionality of the TDL, meteorol ogical, and controlled methane rel ease systems was checked
on an ongoing basis, in accordance with manufacturer’ s specifications and the application methods.

Data Control and Management

All data generated by the TDL, meteorological, and controlled methane systems was controlled via
PC interface and manufacturer’ sDAS (dataacquisition system) software. Specific datacontrol and
management activities for each system were detailed in the QAPP, but are not reproduced herein.
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Statistical Assessment of Measured Emission Rates

A statistical assessment e-Calc’ s performancein predicting the controlled methane rel ease rate was
made, based on sourcetype and category of meteorological conditions (e.g., day vs. night, strong vs.
light winds). For each source type and set of meteorological conditions, statistical analyses were
performed to determinethe degreeto which the predicted tracer-gas emission rates conformed to the
actual or “true” emissions (i.e., the controlled emission rates).

M ore sophisticated correl ation tests between actual and predicted source-specific emissionrateswere
envisioned, but some had to be abandoned as issues with background methane concentrations
introduced ahighlevel of uncertainty into the collected data (di scussed in subsequent sectionsof this

report).
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SECTION 5—-CONTROLLED-RELEASE PROGRAM

The Milestone F Report evaluated the performance of e-Calc 2 in addressing the primary project
goal. The metric for this statistical performance assessment was how well the predicted methane
emission rate compared to the controlled (or actua) release rate. This P/A comparison was
expressed throughout as a percent ratio, and assessed largely as functions of meteorology.

Table 5-1 presents a summary of the field testing each measurement day. Tests were conducted
between August 14 and 23, 2018. A total of 211 daytime and 16 nighttime, 15-minute-averaged
monitoring events were compl eted for the four simulated sources.

The controlled emissionswere constant over each measurement day (oneexception), but at differing

rates as selected by InnoTech Alberta (unknown to the e-Calc 2 operator).

TABLE 5-1. SUMMARY OF DAILY FIELD TESTING

Release
Ht. Above| #of Valid Events # of
Date | Day of the Grade Background
Day | (2018) W eek Simulated Source (m) Daytime | Nighttime | Readings

1 |Aug. 14 |Tuesday booster station (BS) 3.0 29 0 2
2 |Aug. 15 |Wednesday |booster station 3.0 26 0 4
3 |Aug. 16 |Thursday gas-gathering pipeline (GGP) 1.0 26 0 6
4  |Aug. 17 |Friday gas-gathering pipeline 1.0 24 0 6
5 |Aug. 18 |Saturday gas-transmission line (GTL) 0.4 24 0 4
6 |Aug. 20 |Monday gas-transmission line 0.4 25 0 6
7 |Aug. 21 |Tuesday production pad (PP) 0.4 23 0 8
8 |Aug. 22 |Wednesday |production pad 0.4 20 0 8
9 |Aug. 23 |Thursday gas-gathering pipeline 1.0 14 16 10
Total 211 16 54

Section 5.1 addresses assignment of the methane background values. Section 5.2 presents
composite results for the entire nine-day measurement program. Section 5.3 presents an analysis
of theresults by simulated source. Section 5.4 presents conclusions of this statistical dataanaysis.
Section 5.5 describes subsequent analyses that we committed to perform as part of thisFinal Project

Report.
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51  Assignment of Methane Background Values

E-Calc (versions 1 and 2) predicts an emission rate based on the attribution from afugitive ground-
level source. Ingeneral, source attribution isdetermined by subtracting the background (or upwind)
concentration from the downwind concentration for each monitoring event — 15 minutes, inthiscase.
When the background concentration isnegligible, the source attribution can be ascribed solely to the
downwind value (i.e., background measurements are not required).

For this project, however, treatment of the background methane concentration required special
attention, asthe background was shown to be: (a) variable over the measurement day; and (b) quite
significant, relativeto the sourceattribution. Several-minute background measurementswere made
immediately before and after each data “block,” in which a block was defined as a continuous
(uninterrupted) series of monitoring events. The background value assigned to each monitoring
event was then linearly interpolated between the two actual measurements.

Table 5-2 presents the background methane concentrations assigned to each monitoring event over
the entire nine days of measurements. Also depicted are the measurement day and date, the
simulated source, and the local end-time of each event. The bolded numbers represent background
values, measured during timeswhen the controlled methane-rel ease system wasturned off. All other
numbers (i.e, not bolded) represent the interpolated background values, as discussed above.

The greatest source of analysis uncertainty (and, therefore, potential error) was the inability to
“ground-truth” these interpolated background methane concentrations. In general, the confidence
in the background val ue assigned to any particular monitoring event was roughly proportional both
to the rate of change of the interpolated value from one event to the next, and to the closeness
between the event and the nearest background measurement (i.e., forward or backward in time).
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TABLE 5-2. BACKGROUND METHANE CONCENTRATIONSFOR EACH BLOCK OF DATA (ppm)
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5.2  Composite Results

In this section, the predicted-to-actual emission rates are shown for the nine days of measurements,
asawhole. The statistics presented are: P/A relative standard deviation (RSD) vs. block number,
wind speed, and standard deviation of the horizontal wind direction (sigmathetaor o,); and P/A bias
vs. block number. The P/A statistics are analyzed in greater detail, on a source-by-source basis, in
Section 5.3.

Table 5-3 presents an overall statistical analysis summary. For each measurement day, presented
arethesimul ated source, the databl ocksand associated monitoring events (datablocksarenumbered
sequentially), and, for each block, the closest separation between the controlled release and the
downwind TDL beam. Also presented for each datablock arethe predicted and actual emissionrates
(mg/s), as well as the statistics identified above. In general, the P/A bias and relative standard
deviation were determined to be the best measures of assessing the block-to-block e-Calc 2
performance.

TABLE 5-3. OVERALL STATISTICAL ANALYSISSUMMARY
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Figure5-1 presentsthe P/A relative standard deviation vs. block number over all nine measurement
days. Excluded from this graph are Block 2 (booster station, Day 2), Block 4 (gas-gathering
pipeline, Day 3), and Block 23 (gas-gathering pipeline, Day 9). Block 2 was designated as a
statistical outliner inthisand thethree subsequent figures (discussedin Section 5.3.1). Blocks4 and
23 each consisted of a single monitoring event, thereby precluding RSD calculation.

In general, the P/A relative standard deviation decreased with increasing block number, asindicated
by the best-fit line. This improvement over time was likely due to the increased number of
background measurements with latter measurement days, as can be seen from Table 5-1.

FIGURE 5-1. P/A RELATIVE STANDARD DEVIATION VS.BLOCK NUMBER

Figure 5-2 presents the P/A bias vs. block number over the nine measurement days. Except for
Block 1 (booster station, Day 1), Block 3 (booster station, Day 2), and Blocks 24 through 27 (gas-
gathering pipeline, Day 9), the bias was within about 40 percent (+/-) for al of these 20 remaining
blocks, and within about 20 percent for 13 of those.

FIGURE 5-2. P/A BIASVS. BLOCK NUMBER
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Figure5-3 presentsthe P/A relative standard deviation vs. wind speed at 2 meters. There appeared
to be little correlation between the P/A relative standard deviation and mean 2-meter wind speed,
asindicated by the best-fit line and a correlation coefficient (r?) of 0.013 (not shown).

FIGURE 5-3. P/A RELATIVE STANDARD DEVIATION VS. WIND SPEED (2m)

Figure 5-4 presents the P/A relative standard deviation vs. sigmatheta at 2 meters. The standard
deviation of the horizontal wind direction is generally a measure of atmospheric stability, whereas
the lower the value, the less horizontal dispersion and the greater stability. While one might expect
adirect correlation between sigma theta and the P/A relative standard deviation, such was not the
case (r* = 0.005). Thelikely reason for thislack of correlation was the fact that the plume capture
was generdly at (or closeto) 100 percent for most monitoring events, indicating that the horizontal
dispersion was properly accounted for in the e-Calc software.

FIGURE 5-4. P/A RELATIVE STANDARD DEVIATION VS.SIGMA THETA (2m)
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53  Analysisof Results by Simulated Source

Sections 5.3.1 through 5.3.4 present analysis results for the booster station, the gas-gathering
pipeline, the gastransmission line, and the production pad, respectively. Each measurement day is
discussed within the corresponding section.

For each measurement day, atablewasintroduced intheMilestone F Report which detailed, for each
monitoring event: the TDL attribution; the predicted e-Calc 2 methane emission rate and the
associated plume capture; the actual (or controlled) methane release rate; the 2- and 5-meter
meteorol ogical sensor height information (wind speed, wind direction, actua temperature, and sigma
theta); the turbulence parameters consisting of the standard deviation of the vertical wind speed,
friction velocity, Monin-Obukhov length, and sensible heat flux; the relative humidity; and the
atmospheric pressure. These tables are not reproduced herein.

5.3.1 Booster Station —Days1 and 2

The ssimulated booster station, awooden box (length 16.5 meters, width 3.1 meters, and height 3.0
meters), was constructed to represent atypical enclosure which might house a compressor engine
within a condensate-tank complex. The separation distance between the controlled release and the
TDL beamwas20.4 meters. The controlled methanewasreleased via Tygon tubing which extended
the height of the enclosure, centered on the rooftop.

Day 1 — August 14

Figure 5-5 presents, for Day 1, the P/A bias vs. event end-time for the booster station simulation.
From Table5-3, the Day 1 actual emission rate was403.4 mg/s, and the mean P/A biasfor the Block
1 (Events 1 through 29) was +65.2 percent.

FIGURE 5-5. DAY 1-BOOSTER STATION: P/A BIASVS. EVENT END-TIME
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All of the 29 individual, Day 1 monitoring events had a positive P/A bias of about 30 percent or
greater, with 15 of those greater than 60 percent. The fact that only two background measurements
were made (i.e., Day 1 had only asingle block of data) certainly contributed to the data scatter, but
it clearly could not account for all of it. This was evidenced by the first and last few monitoring
events, when the duration between each of these events and the nearest background measurement
was relatively short, yet the biases were still very significant.

Instead, wefelt that the scatter in this datawas predominantly the result of the downwind TDL beam
being positioned too closeto the controlled rel ease (separation distance 20.4 meters) for thiselevated
source (3.0 meters above grade), under the observed wind (3.45 m/s mean speed) and atmospheric
stability (13 degrees mean sigmatheta). Specifically, our hypothesis was that the wind created a
“rotor” — a commonly observed downwash phenomenon occurring in the lee side of a structure
which, under sufficiently strong winds and reasonably stable atmospheric conditions, induces a
circulation. Rotors cause the contaminant plume to become trapped and concentrated close to the
ground, intheleeof the structure. Here, this phenomenon resulted in an artificially high attribution,
thus yielding a substantial emission-rate over-prediction (discussed further in Section 7).

Figure 5-6 presents, for Day 1, the P/A bias vs. wind speed (Block 1, Events 1 through 29) for the
booster station simulation (see Table 5-3). Theincreasein P/A biaswith wind speed supported the
hypothesisthat the TDL beam was not positioned far enough downwind onthisday. Thishypothesis
was further supported by data collected for this source on Day 2 (see below).

FIGURE 5-6. DAY 1-BOOSTER STATION: P/A VS. WIND SPEED (2m)
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Day 2 —August 15

On this day, there were two blocks of data: Block 2, consisting of Events 1 through 4 (end-times
09:15 — 10:00); and Block 3, consisting of Events 5 through 26 (end-times 12:30 — 17:45). The
separation distance between the controlled release and the downwind TDL beam was still 20.4
meters during Block 2, but was extended to 23.1 meters prior to initiation of Block 3. All other
booster station conditions were identical to Day 1.

Figure 5-7 presents, for Day 2, the P/A biasvs. event end-time for the booster station simulation.
From Table 5-3, the Day 2 actual emission rate was 322.7 mg/s, and the mean P/A biases were:
Block 2 (Events 1 through 4), +414.1 percent; and Block 3 (Events 5 through 26), +48.8 percent.

FIGURE 5-7. DAY 2—-BOOSTER STATION: P/A BIASVS. EVENT END-TIME

For Block 2, the P/A biasasawholewas clearly quite poor (despite Event 1 being very good). Even
though the per-event rate of change of theinterpolated background valuefor thisblock wasthethird
greatest of al 27 blocks for the entire study (Table 5-2), we believe the primary reason for this
unacceptably poor bias was found in the 2-meter wind-speed data for these four events (0.979 to
1.364 m/s). Therdatively stable conditions of the early to mid-morning (09:00 to 10:00) and the
very light winds probably led to significant “pooling,” in which concentrated pockets of stagnant
methane likely accumulated near the TDL beam, leading to the very high P/A biases for Events 2
through 4. This is the reason for designating Block 2 a statistical outlier, and was why field
operations were suspended on this day until a stronger wind took hold.

For Block 3 (separation distance 23.1 meters), the P/A bias as a whole was much better (+48.8
percent), but still not good. However, as shown in thisfigure, therewas aperiod of 13 consecutive
monitoring events in the afternoon, beginning at 12:15 and ending at 15.30 (Events 5 through 17),
when the individual P/A biases were actualy quite good, as discussed next.
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Figure 5-8 presents, for Day 2, the P/A bias vs. event time for the booster station simulation, but
only for Events 5 through 17 of thisblock (Block 3). Of these 13 events, ten had a P/A biaswithin
about 20 percent, and eight within 10 percent. The PA relative standard deviation for this subset of
events was 15.2 percent, with aP/A bias of just +1.17 percent.

Although e-Calcisdesigned only for ground-level sources, it isapparent that under these particular
meteorological conditions, the software performance was very good for this somewhat elevated

source.

FIGURE 5-8. DAY 2-BOOSTER STATION (EVENTS5-17 ONLY): P/A BIASVS. EVENT END-TIME

The statisticsfor thefinal nine eventsof Block 3 (Figure 5-7), while better than Block 2, are till not
considered to be satisfactory. We believe this was due primarily to the onset of a more stable
atmospheric regime owing to the time of the day (15:30to 17:45), and the possibl e re-establishment
of the downwash rotor (or possibly to some other phenomenon related to an increased atmospheric
stability).

5.3.2 Gas-Gathering Pipeline—Days 3, 4, and 9

The gas-gathering pipeline leaks were simulated using asmall, rectangular lattice-type array of 2.5-
centimeter-diameter copper piping. The pipeswere pierced with about 70 or 80 small holesin order
to distribute the methane flow to the ambient air. The piping array was about 1.8 meters by 0.9
metersin size, and was positioned 1.0 meters above the ground.

Day 3—August 16

Figure 5-9 presents, for Day 3, the P/A bias vs. event end-time for the gas-gathering pipeline
simulation. From Table 5-3, the Day 3 actual emission rate was 443.7 mg/s, and the mean P/A
biases were: Block 4 (Event 1), +14.2 percent, Block 5 (Events 2 through 4), -21.8 percent, and
Block 6 (Events 5 through 26), +7.1 percent.
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FIGURE 5-9. DAY 3—-GAS-GATHERING PIPELINE: P/A BIASVS. EVENT END-TIME

For Block 4 (Event 1, end-time 12:00), the P/A bias was reasonably good (better than +15 percent).

For Block 5 (Events 2 through 4 end-times 12:30 — 13:00), the P/A bias began quite good (better
than -8 percent), but increased to about - 35 percent by Event 4. The per-event rate of change of
theinterpolated background methane valuesfor Block 5 wasthe sixth greatest, lending considerable
uncertainty to any conclusions drawn for these four events.

However, for Block 6 (Events5 through 26, end-times 13:45 — 19:00), the interpol ated background
vaues were much more uniform (Table 5-2), adding more overall confidenceinthedata. The P/A
biases were quite good from Events 6 through 21 (end-times 14:00 — 17:45), with values less than
15 percent for al but one of these 16 events. After that, however, the P/A biases exhibit a sharp
increase, coinciding with a more stable atmospheric regime (event ending at 18:00). We
hypothesized that the poor biases of theselast five events (Events 22 through 26) were again rel ated
to the increase in atmospheric stability (likely associated with a declining sun angle and the
subsequent onset of nighttime).

Day 4 — Augqust 17

Figure 5-10 presents, for Day 4, the P/A bias vs. event end-time for the gas-gathering pipeline
simulation. From Table 5-3, the Day 4 actual emission rate was 403.4 mg/s, and the mean P/A
biases were: Block 7 (Events 1 through 12), +38.9 percent; Block 8 (Events 13 through 18), +33.8
percent; and Block 9 (Events 19 through 24), +21.7 percent.
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FIGURE 5-10. DAY 4-GAS-GATHERING PIPELINE: P/A BIASVS. EVENT END-TIME

Ingeneral, alarge, systematic positive biaswas observed for nearly all eventsonthisday. For Block
7 (Events 1 through 12, end-times 10:30 — 13:15), the P/A bias was greater than +30 percent for 10
of the 12 events, and greater than +40 percent for six of those 10. For Block 8 (Events 13 through
18, end-times 13:45 - 15:00), the P/A biaswasgreater than about +20 percent for all six events. For
Block 9 (Events 19 through 24, end-times 15:45 — 17:00), the P/A bias was somewhat better,
generally within +30 percent for the six events, with two less than +10 percent.

Asfor theinterpolated background values, Table5-2 showsthat Block 7 and Block 9 had the fourth
and fifth greatest per-event rates of change, respectively. Troubling was the disparity between the
methane background concentrationsmeasured at the begi nning and end of the 15-minute period from
13:15 to 13:30, and again at the beginning and end of the 30-minute period from 15:00 to 15:30.
While this does not explain the systematic positive bias, we believe the uncertainty in the
interpolated background val ues precluded having any confidence in the emission measurementsfor
this entire day.

Day 9 — August 23

Figure 5-11 presents, for Day 9, the P/A bias vs. event end-time for the gas-gathering pipeline
simulation. From Table 5-3, the Day 9 actua emission rate was 1,613.4 mg/s for Block 23, and
726.0 mg/s for Blocks 24 thorough 27. The mean P/A biases were: Block 23 (Event 1), +39.9
percent; Block 24 (Events 2 through 4), +82.4 percent; Block 25 (Events 5 through 12), +64.4
percent; Block 26 (Events 13 through 20), +87.2 percent; and Block 27 (Events 21 through 30),
+59.0 percent. The final 16 events (beginning with the end-time of 20:00) were the only events
performed during nighttime conditions for the entire study.
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FIGURE 5-11. DAY 9-GAS-GATHERING PIPELINE: P/A BIASVS. EVENT END-TIME

Asfor theinterpolated background values, for Block 23 (Event 1, end-time 14:45), the background
methane measurements were made immediately before and after this single event, and till therate
of changefor thisinterpolated value was the greatest of all blocks over the entire study (Table 5-2).

For Block 24 (Events 2 through 4, end-times 16:15 — 16:45), the per-event rate of change of
interpolated background methaneval ue, while somewhat | ess, was still very significant —the second
greatest of al blocks.

However, for Block 25 (Events5through 12, end-times 17:15—19:00), Block 26 (Events 13 through
20, end-times 19:30 — 21:15), and Block 27 (Events 21 through 30, end-times 21:45 — 00:00), the
per-event rates of interpolated background methane values were much less, better than almost any
other data block.

Day 9 wasthe only day characterized by overcast, relatively windy conditions. During thefirst two
blocks (Blocks 23 and 24), adthough not shown herein, the mean 2-meter wind direction (2m) was
036 and 042 degrees, respectively (i.e., generally blowing from the northeast), while the final three
blocks (Blocks 25 through 27) had a mean 2-meter wind direction of 023, 022, and 360 degrees,
respectively (i.e., generally blowing from between the north and the north-northeast).

Based on the above wind-direction data, we hypothesized that there might have been an unknown,
local source of methane to the northeast of the work area. If so, the stable atmospheric conditions
could well have inhibited the dilution of this methane plume asit impacted the TDL measurement
path during the first two data blocks. By the latter blocks, even though the atmosphere remained
stable, the more northerly winds would have directed this methane plume to the east of the
measurement path, thus allowing for the far more uniform interpolated background val ues.
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Even taking into account this explanation of the background for Blocks 23 and 24, however, the
overall P/A bias was disappointingly poor for this entire day (and night). Of the 26 events
comprising Blocks 25 through 27, the individual P/A biases for all but two were greater than +40
percent.

For the nighttime events(i.e., all but thefirst two events of Block 26 plusall of Block 27, or Events
15 through 30), the individual P/A biases were even more inconsistent.

We believe the meteorol ogical phenomenon that we hypothesized was partially responsible for the
largevariability intheearlier background measurements (Blocks 23 and 24), and al so played amajor
role in the very poor P/A biases for Blocks 25 through 27. Not only was Day 9 the only
measurement day which remained heavily overcast throughout, it a so had the second-highest mean
2-meter wind speed (4.49 m/s for Blocks 25 through 27) behind Day 5 (6.01 m/s).

Intermsof predicted emission rates, webelievethat the controll ed-rel ease methane plumewas more
intact (i.e., lessvertically dispersed) asit reached the TDL beam under these atmospheric conditions
than was simulated by e-Calc 2 (and thus AERMOD). This artificialy high concentration at the
beam height would cause a corresponding over-prediction of the emission rate. This theory is
consistent with the interpolated background values in Blocks 23 and 24, in that the set of
atmospheric conditions unique to this measurement day helps explain both the large variability in
the background measurements for these blocks, and the substantial over-prediction for Blocks 25
through 27.

5.3.3 GasTransmission Line—Days5and 6

An underground gas-transmission line leak was simulated by placing a bucket (0.4 meterstal and
0.4 meters in diameter) placed on the ground, and introducing the methane into the center of the
bucket bottom. The overlying soil through which the methane had to flow to escape through the top
of the bucket was simulated by adding some 200 small, cylindrical stainless steel pall rings (height
and diameter approximately 2.5 centimeters), filling the entire bucket.

Day 5— August 18

Figure 5-12 presents, for Day 5, the P/A bias vs. event end-time for the gas-transmission line
simulation. From Table 5-3, the Day 5 actual emission rate was 645.4 mg/s, and the mean P/A
biases were: Block 10 (Events 1 through 14, end-times 13:00 — 16:15), +16.9 percent; and Block
11 (Events 15 through 24, end-times 16:45 — 19:00), +29.3 percent.
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FIGURE 5-12. DAY 5—-GAS-TRANSMISSION LINE: P/A BIASVS. EVENT END-TIME

The per-event rate of change for the interpolated background values for Day 5 was the best of any
measurement day as awhole, asindicated by (Table 5-2).

For Block 10 (Events 1 through 14), the P/A biaswasvery good (within about 12 percent), excluding
four outlier events (Events6, 8, 9, and 12). The 2-meter wind direction was very consistent for this
entire block (range 313.1 to 330.4 degrees), as was the wind speed (range 6.025 to 7.401 m/s).
Therefore, we could only hypothesize that there was some intermittent background source of
methane for these four events.

For Block 11 (Events 15 through 24), the P/A bias was not as good (within 25 percent), again
excluding four outlier events (Events 20, 21, 23, and 24). Theincreasingly poor P/A biasasit got
later in the day again was likely caused by some intermittent background source (Block 11 wind-
direction range 311.9 to 332.9 degrees), or evidenced our hypothesis put forth for Block 3 (Day 2)
and Block 6 (Day 3) relating to e-Calc’s (and thus AERMOD’ s) inability to adequately handle the
increasein aimospheric stability, asthe sun wasdeclining and thewind speed decreasing (e.g., 3.159
m/s at Event 24).

Day 6 — August 20

Figure 5-13 presents, for Day 6, the P/A bias vs. event end-time for the gas-transmission line
simulation. From Table 5-3, the Day 6 actual emission rate was 726.0 mg/s, and the mean P/A
biases were: Block 12 (Events 1 through 7, end-times 11:30 through 13:00), - 26.3 percent; Block
13 (Events 8 through 15 end-times 13:30 — 15:15), - 10.4 percent; and Block 14 (Events 16 through
25, end-times 15:45 — 18:00), - 2.3 percent.
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FIGURE 5-13. DAY 6 - GAS-TRANSMISSION LINE: P/A BIASVS. EVENT END-TIME

The per-event rate of change for the interpolated background values for Day 6 was the second best
of any measurement day as awhole, as indicated by Table 5-2.

Although themean P/A biasfor Block 12 was - 26.3 percent, the mean P/A biasimproved for Block
13 (-10.4 percent) and Block 14 (-2.3 percent). Still, from Figure 5-13, the P/A values for
individual eventsexhibited alot of scatter, generally ranging from about - 50 percent to +30 percent
for the two latter blocks.

Smoke from historic western forest fires impacted the study on most measurement days but, with
one exception, we believe the impact was not a significant factor in the performance of e-Calc 2,
except on Day 6 when the smoke was by far the greatest. Infact, the sky was so dark inthe middle
of the day that some of the outside building lightswent on automatically. We believe the decreased
solar radiation and the presence of alarge amount of smoke particles may have been responsiblefor
the large scatter in the data above, but the precise mechanism involved remains unclear.

5.34 Production Pad —Days7 and 8

A production pad will typically leak at the well head. This type of leak was simulated using an
empty bucket (0.4 meterstall and 0.4 metersin diameter) placed on the ground, and introducing the
methane into the center of the bucket bottom. This approach was similar to the underground gas-
transmission pipeline simulation (Days 5 and 6), except that the bucket remained empty.

Day 7 — August 21

Figure5-14 presents, for Day 7, the P/A bias vs. event end-time for the production pad simulation.
From Table 5-3, the Day 7 actua emission rate was 363.0 mg/s, and the mean P/A biases were:
Block 15 (Events 1through 4, end-times 13:00—13:45), - 27.5 percent; Block 16 (Events5 through
11, end-times 14:45 — 16:15), -0.3 percent; Block 17 (Events 12 through 18, end-times 16:45 —
18:15), +6.5 percent; and Block 18 (Events 19 through 23, end-times 18:45—19:45), +11.0 percent.
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FIGURE 5-14. DAY 7-PRODUCTION PAD: P/A BIASVS. EVENT END-TIME

Asindicated in Table 5-2, the per-event rate of change for the interpolated background values for
Day 7 were relatively poor for Blocks 15 and 18, but relatively good for Blocks 16 and 17.

The individual P/A biases were generally poor for all four data blocks, with the greatest spreads
during Block 15 (about - 60 to +10 percent) and Block 18 (about - 40 to +35 percent). The spread
was a bit less on Block 16 (about -40 to +15 percent) and Block 17 (about - 25 to +25 percent).

Day 8 — August 22

Figure5-15 presents, for Day 8, the P/A biasvs. event end-timefor the production pad simulation.
From Table 5-3, the Day 8 actual emission rate was 484.0 mg/s, and the mean P/A biases were:
Block 19 (Events 1 through 7, end-times 12:15 — 13:45), - 19.2 percent; Block 20 (Events 8 and 9,
end-times 14:15 — 14:30), - 5.6 percent; Block 21 (Events 10 through 16, end-times 15:00 — 16:30),
+4.4 percent; and Block 22 (Events 17 through 20, end-times 17:00 — 17:45), - 30.5 percent.

FIGURE 5-15. DAY 8 - PRODUCTION PAD: P/A BIASVS. EVENT END-TIME
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Asindicated in Table 5-2, the per-event rate of change for the interpolated background values for
Day 8 wasrdatively poor for Blocks 19 and 22, fair for Block 20, and good for Block 21.

For Block 19, the individua P/A biases were poor (about -40 to +20 percent). For Block 20, the
individual P/A biaseswere poor (about - 35 to +20 percent). For Block 21, theindividual P/A biases
were fairly good (about - 10 to +20 percent). For Block 22, the individual P/A biases were poor
(about +15to +40 percent). Theseresultsweregenerally consistent with theinterpolated background
data quality.
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54  Conclusions

The primary project goal was generally achieved. An exception, however, wasthat wewere unable
to devel op source-specificempirical correctionfactors, despitethefact ageneral systematic biaswas
observed inthe P/A results. Thelarge scatter of the P/A dataand the confounding issue concerning
assignment of monitoring event background values precluded our ability to devel op these empirical
adjustmentsto e-Calc 2.

Background issuesnotwithstanding, the statistical performance of e-Calc 2 in addressing the project
goal wasstill somewhat disappointing overall. Althoughamajor reason for theless-than satisfactory
P/A results was the inability to assign an accurate methane background concentration to each
monitoring event, it was evident there were other factors at play as well. Presented next are
considerations with respect both to the model (i.e., AERMOD), and to the interpolated background
methane concentrations.

54.1 AERMOD Considerations

For the booster-station simulation, e-Calc 2 clearly over-predicted during Day 1, likely owing to the
establishment of arotor downwind of this somewhat el evated source (see the discussion in Section
5.3.1). On the other hand, once the TDL beam was moved further downwind on Day 2 (Block 3),
the software performed quite well. The exception to this, however, was when the wind was very
light (less than about 1.4 m/s at 2 meters), resulting in methane pooling which, in turn, led to a
breakdown of the model and anomalously high emission-rate predictions. It should be noted that
the AERMOD Implementation Guide cautionsmodel usersabout predictioninaccuraciesunder very
light wind conditions (less than 1 m/s at a height of 10 meters), due to plume meander.

Another problem primarily affecting the booster station wasthefact that, for small, slightly elevated
non-buoyant sources such asthis, under most conditions, the model holds constant the elevation of
the plume centerline within about 50 meters downwind of the source (beyond which it tends to mix
uniformly in the vertical dimension). In this case, therefore, the model positioned the plume
centerlineat thebooster station’ smethanerel ease height (3 meters abovethe ground). However, we
were able to demonstrate that for these days (Days 1 and 2), the plume centerline, in actuality, was
brought closer to the ground (to within about 1 or 1.5 meters, depending on the data block) before
reachingthe TDL beam-path. Insummary, themodel “thought” that the plume centerlinewashigher
than it actually was and, accordingly, the concentration measured at the beam-path height (1 meter)
was less than the predicted concentration. The result, therefore, was that the model erroneously
corrected (i.e., over-predicted) the subsequent emission rate.

For the other ssmulated sources, (the gas-gathering pipeline, gas-transmission line, and production
pad), the biggest problem appeared to be associated with emission-rate over-predictions as the
atmosphere became more stable during the late afternoon. Thiswas especially evident during Day
3 (gas-gathering pipeline), and to alesser degree to Day 5 (gas-transmission line). It appeared that
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the eddy-correlation (or covariance) approach employed in the new AERMOD version (and,
therefore, e-Calc 2), under these conditions, was unableto properly simulatethe vertical wind-speed
profile below the height of the lowest wind-speed measurement, i.e., 2 meters.

5.4.2 Background Methane Considerations

Asdiscussed in Section 5.1, background methane was shown to be variable over each measurement
day, and quite significant relative to the source attribution. The value assigned to each monitoring
event was derived by linear interpolation based on the two actual background measurements made
just prior to and after each block of data.

Table 5-4 presents, for each data block, the mean interpolated background methane concentration
(IB), the mean methane source attribution (SA), and the ratio of these values (IB/SA). Source
attribution wasderived by subtracting the mean background concentration from the mean downwind
concentration for each data block (in much the way it was derived for the individual monitoring
events). These ratios illustrate the necessity of having an accurate background concentration to
assign to each monitoring event.

TABLE 5-4. RATIO OF INTERPOLATED BACKGROUND METHANE TO SOURCE ATTRIBUTION
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Although not of use directly in this project, we chose to plot the entire set of measured background
readings (all days) asafunction of the time of day, in order to explore the premise that background
concentrations are higher in the morning due to the establishment of nighttime temperature
inversions.

Figur e 5-16 depicts the measured background (methane) concentration vs. the time of day, for all
measurement days (total of 54 readings per Table 5-1).

Figure 5-17 depicts the same information, except for elimination of the Day 9 results (for reasons
discussed in the context of the daily results, Section 5.3.2). The best-fit curve illustrates how the
background concentration was generally highest in the early part of the day, then leveled off or
slowly declined as the day wore on (r* = 0.418). We believe, in general, that the higher
concentrationsearlier intheday wereindeed theresult of temperatureinversions(normally occurring
during many nights), which acted to inhibit vertical dispersion and hence served asamethane“lid.”
These inversions then dissipated during the daytime under the destabilizing influence of the sun.

FIGURE 5-16. MEASURED BACKGROUND CONCENTRATION VS. TIME (ALL DAYYS)
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FIGURE 5-17. MEASURED BACKGROUND CONCENTRATION VS. TIME (DAYS1-8 ONLY)

The periodic background methane measurements evidenced that the background was generally
changing over the course of each measurement day. Although alinear interpolation wasjudged the
best means of assigning a background value to each monitoring event, there was no assurance that
thisassumption reflected redity. Infact, there was no way of knowing whether some of these high
P/A biases weren't caused by a background spike at some point during a particular data block.

Similarly, from Table 5-4, since the mean background concentration was generaly quite large
compared to the mean source attribution, therewas apractical limit in our ability to discern, for any
given monitoring event, how much of the P/A bias could be attributed to the performance of e-Calc
2 (as opposed to the error in the assigned background value). Still, subsequent analyses were
identified and performed to improve the e-Calc 2 performance (discussed next).
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55  Subseguent Analyses

The practical implications of the background methane issue notwithstanding, further examination
of the program results led usto believe that we had i sol ated a significant source of P/A error, related
to employment of the eddy-correlation (or covariance) approach.

As mentioned in Section 5.4, we suspected that the model, as configured, was unable to properly
simulate the vertical wind-speed profile in the lowest few meters of the atmosphere. The eddy-
correlation approach constructs this profile based solely on wind-sensor measurements at two
heights. For this project, these heights (2.0 and 5.0 meters) were selected based on an exhaustive
literature survey and on recommendations from one of the leading researchersin thefield. Initial
examination confirmed that the lower height (2 meters) was not ideal, and that model performance
would likely be improved if the wind sensor were lowered.

The following subsequent analyses were explored, prior to finalizing the System specification:*

. Confirmation of the covariance algorithm employed;
. A more refined treatment of background methane data; and
. Assessment of whether a single wind sensor was satisfactory.

An approach was devel oped and implemented to address these issues, which: (a) was focused and
technically sound; and (b) involved performance of extensive additional dispersion modeling
employing both e-Calc 1 and e-Calc 2.

* At thetime, we committed to perform a detailed analysis on this error source for inclusion in this Final Project
Report. However, in retrospect, we decided to incorporate the results of these subsequent analysesinto the Set
of Specifications (the M ajor Deliverable for Milestone H); therefore, the results of these analyses are included
in Section 6.
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SECTION 6 —-INITIAL SYSTEM SPECIFICATION

The Maor Deliverable for Milestone H provided the initial System specification, based largely on
the statistical performance assessment of e-Calc 2 as presented in the Milestone F Report. As
mentioned, the metric for this statistical performance assessment was how well the predicted
methane emission rate compared to the controlled (or actual) release rate.

Section 6.1 summarizes the requisite follow-up analyses (detailed in Appendix A to the Milestone
H Report). Section 6.2 presentsan overview of the System and i dentifies the essential components.
Section 6.3 presentstheinitial System recommendations and limitations.

6.1 Requisite Follow-Up Analyses

Thesefollow-up analyseswere successful in removing most of the P/A emission-rateinconsistency.
There was an additional opportunity to explore whether and to what degree these results would be
compromised should the meteorological instrumentation requirements of e-Calc 2 be ssimplified by
eliminating the upper-most wind sensor (5-meter height). Three analyses were performed
sequentialy:

. Analysis#1: Covariance Algorithm Confirmation

Thepurpose of thisanalysiswasto confirm that the covariance a gorithms empl oyed
to support the eddy-correlation approach were correctly implemented in the field.
Before beginning additional background variability work (which would reduce even
further the amount of data upon which to base the specifications), an approach was
designed to verify that these algorithms were implemented correctly. Thelogic was
that if there had been a problem, the P/A results would have been compromised,
irrespective of the background issues.

. Analysis#2: Further Treastment of Background Data
Through further examination of the background data, the purpose of thisanalysiswas
toimprovetheP/A emission-rateratiosuntil therewas sufficient confidencein these
results to: (a) justify moving forward with the specification development; and (b)
confirm the origina positioning of the bottom wind sensor (2-meter height).

. Analysis #3: Assessment of Whether a Single Wind Sensor was Satisfactory
The purpose of this analysis was to assess whether satisfactory P/A emission-rate
results could be obtained using a single wind sensor, which would simplify thefield
logistics. E-Calc 2 was re-run using the meteorological datafrom the single sensor
(2-meter height) for the P/A results remaining from Analysis #2, and these results
were compared to those for the same data set using both sensors (2- and 5-meter
heights).
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6.1.1 Covariance Algorithm Confirmation

E-Calc 2 employs the eddy-correlation (or covariance) approach, which typically requires the
measurement of wind at two heights above the ground — in this case, 2 and 5 meters. Covariance
statistics, calculated from the lower of these two sensors, are then used to determine the friction
velocity. Friction velocity (units of meters-per-second) is astability parameter used in AERMOD
to characterize atmospheric turbulence. It isameasure of mechanical effectsalone, i.e., wind sheer
at ground-level.

In the flux-gradient approach (e-Calc 1), friction velocity is calculated from the surface roughness
length, which characterizes the roughness of the terrain. The roughness length is obtained from
published tablesaspart of thepre-field activities. AERMOD usesthefriction vel ocity, together with
surface characterization pre-processing software and a wind measurement from a single height, to
generate the vertical wind-speed profile, which primarily governs the predicted (back-cal cul ated)
emission ratein e-Calc 1 (and e-Calc 2).

In the eddy-correlation approach (e-Calc 2), the friction velocity isinstead derived using the time-
averaged fluctuations of the horizontal and lateral vectors from the lower of the two wind sensors.
The power-law equation is used to generate the vertical wind-speed profile based on the cal culated
friction velocity and the wind measurements from both sensor heights.

The current version of AERMOD employs the flux-gradient approach to cal cul ate friction vel ocity.
This approach has been extensively evaluated in model-validation studies performed by the U.S.
EPA over theyears. Asmentioned in Section 2.1 of thisreport, the U.S. EPA is planning to update
AERMOD based on the eddy-correl ation approach, but hasyet to rel easethe software coding for this
version.

After much deliberation, we concluded that the most viable means of determining whether the eddy-
correlation approach had been correctly implemented in thefield wasto repeat thee-Calc 2 modeling
using e-Calc 1, and then compare the friction-vel ocity values cal cul ated as part of the two software
versions. Theclosetracking of thesetwo friction-vel ocity depictions (graphsnot reproduced herein)
provided ample evidence that the covariance algorithms employed to support the eddy-correlation
approach were correctly implemented, and we were able to move forward with the next analysis.

6.1.2 Further Treatment of Background Data

Thebackground methane concentrati ons assigned to each monitoring event were presented in Table
5-2. In each case, this value was derived by linear interpolation of the actual background
measurements made just prior to and after each block of data. While this approach for assigning
background concentrations to individual monitoring events appeared sound, the results were only
marginally satisfactory. Therefore, we had to acknowledge the likelihood that there were other
factors governing the quality of the interpolated background data, which needed to be explored.
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In order to identify an additional criterion for background “acceptance,” the refined Milestone H
analysis focused on those situations where two consecutive background measurements were made.
The logic was that the quality of the background depiction would be in question if these readings
varied too much, as it was unlikely that the actual background concentration would change
significantly over such ashort duration. From Table5-2, it can be seen that consecutive background
readingsweretaken atotal of 15 timesover the nine days of measurements. In 13 of theseinstances,
the measurements comprising these background “pairs’ were taken at the beginning and end of a
single 15-minute period; intheremaining two i nstances, they weretaken over consecutive 15-minute
periods.

Theadditional criterion wasthat any set of consecutive background readings had to be within 3 ppb
of each other, or the adjacent blocks of datawerergected. Only five such sets of background data
met this 3-ppb threshold: one each on Days 3, 5, and Day 6, and two on Day 7. We accepted
interpolated concentrations from a maximum of four events either side of each acceptable
background pair, as long as the per-event rate of change of the interpolated value was less than 2
ppb. For example, on Day 7, both consecutive background readings met the 3-ppb threshold, but
the per-event rate of change for the final block of data was more than 6 ppb (due to the high fina
background measurement for the day), thereby causing elimination of the entire block.

Table 6-1 presents the initial universe of acceptable monitoring events based on the above refined
background criteria. The mean 2-meter wind speed, the actua and predicted emission rate, and the
P/A bias are shown for each of the 31 eventsidentified. The mean P/A biasesfor the seven groups
of continuous events ranged between 2.4 and 22.9 percent. By comparison, the U.S. EPA considers
any emission-rate measurement system to be excellent if it can consistently be within 30 percent of
the actual emissions.
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TABLE 6-1. INITIAL UNIVERSE OF ACCEPTABLE MONITORING EVENTS
Emission Rate
M onitoring Event | Mean 2m (mg/s)
End-Time |Wind Speed Actual Predicted P/A Bias
No. (MDT) (m/s) (A) (P) (%)
Day 3 (August 16, 2918) — Gas-Gathering Pipeline
5 13:45 2.74 443.7 256.2 -42.3
6 14:00 2.77 443.7 383.0 -13.7
7 14:15 2.82 443.7 383.7 -13.5
8 14:30 2.57 443.7 399.7 -9.9
M ean 2.73 443.7 355.7 -19.9
Day 5 (August 18, 2018) — Gas-Transmission Line
11 15:30 7.23 645.4 720.0 11.6
12 15:45 6.36 645.4 1,087.7 68.5
13 16:00 6.33 645.4 695.0 7.7
14 16:15 6.03 645.4 670.9 3.9
M ean 6.49 645.4 793.4 22.9
15 16:45 6.09 645.4 724.8 12.3
16 17:00 5.05 645.4 679.1 5.2
17 17:15 5.51 645.4 798.1 23.7
18 17:30 5.53 645.4 774.0 19.9
M ean 5.55 645.4 744.0 15.3
Day 6 (August 20, 2018) — Gas-Transmission Line
12 14:30 3.75 726.0 843.4 16.2
13 14:45 3.06 726.0 672.1 -7.4
14 15:00 3.36 726.0 926.2 27.6
15 15:15 3.15 726.0 661.6 -8.9
M ean 3.33 726.0 775.8 6.9
16 15:45 2.74 726.0 384.2 -47.1
17 16:00 2.75 726.0 811.6 11.8
18 16:15 3.23 726.0 949.5 30.8
19 16:30 2.97 726.0 690.6 -4.9
M ean 2.92 726.0 709.0 -2.4
Day 7 (August 21, 2018) — Production Pad
8 15:30 3.17 363.0 394.8 8.8
9 15:45 3.02 363.0 424.3 16.9
10 16:00 291 363.0 367.7 1.3
11 16:15 2.85 363.0 379.5 4.6
M ean 2.99 363.0 391.6 7.9
12 16:45 2.18 363.0 270.9 -25.4
13 17:00 251 363.0 411.8 13.4
14 17:15 2.61 363.0 330.5 -9.0
15 17:30 2.48 363.0 447.3 23.2
16 17:45 2.38 363.0 427.5 17.8
17 18:00 2.13 363.0 394.1 8.6
18 18:45 2.00 363.0 423.1 16.6
M ean 2.33 363.0 386.5 6.5
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Because of random phenomena affecting short-term application of AERMOD, the initial System
specification included the recommendation that an average of four successive measurements
(monitoring events) be used to create an hourly emission rate.

As to the suggestion that the P/A results might have been improved had the bottom sensor been
repositioned lower, we believe that the Table 6-1 results based on the 2-meter sensor height were
sufficiently acceptable. Thisissue, however, is one of severa which might merit consideration in
any future field-testing studies.

6.1.3 Assessment of Whether a Single Wind Sensor was Satisfactory

The purpose of this analysis was to assess whether satisfactory P/A results could be obtained using
asingle wind sensor (3D sonic anemometer), positioned at a height of 2 meters. This assessment
was performed because, if successful, the System specifications and field logistics would be
simplified (i.e., the 5-meter sensor would no longer be required).

Table6-2 presents, for the 31 high-quality monitoring eventsfrom Analysis#2, acomparison of the
e-Calc 2 P/A emission rates with both wind sensors vs. the single wind sensor. Shown for each
monitoring event are:

. the event number and end-time;

. the mean 2-meter wind speed,;

. the actual emission rate;

. the predicted emission rate and the relative difference (both sensor scenarios); and
. the P/A bias and the arithmetic difference (both sensor scenarios).

The thick horizontal lines separating monitoring events (Days 5, 6, and 7) signify the 15-minute
period during which the dual background measurements were made (see Table 5-2).

In general, the consistency between the two wind-sensor scenarios was judged excellent, and
provided ample justification for preparing the System specifications based on the single-sensor
scenario.

These results appeared to be somewhat dependent upon wind speed, in which dlightly higher (or
more conservative) emissionsrateswerepredicted for Days5 and 6 under the single-sensor scenario,
when the wind speed was generally greater than 3 m/s. On the other hand, on Day 7 when the wind
speed was generally less than 3 m/s, the predicted emission rates for single-sensor scenario were
slightly lower (or lessconservative). Still, for purposesof devel oping the System specification, these
differences are extremely minor and are of largely academic interest only.
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TABLE 6-2. E-CALC 2 COMPARISON: TWO WIND SENSORSVS. A SINGLE WIND SENSOR

M onitoring ER
Event M ean Emission Rate (ER) (mg/s) Relative P/A Bias (%)
End-Time| 2m WS Predicted | Predicted | Difference Difference
No. | (MDT) (m/s) Actual 2 Sensors | 1 Sensor (%) 2 Sensors| 1 Sensor (2-1)
Day 3 (August 16, 2018) — Gas-Gathering Pipeline
5 13:45 2.74 443.7 256.2 279.3 (9.0) (42.3) (37.1) (5.2)
6 14:00 2.77 443.7 383.0 415.0 (8.4) (13.7) (6.5) (7.2)
7 14:15 2.82 443.7 383.7 432.0 (12.6) (13.5) (2.6) (10.9)
8 14:30 2.57 443.7 399.7 423.2 (5.9) (9.9) (4.6) (5.3)
Daily M ean 2.73 443.7 355.7 387.4 (9.0) (19.9) (12.7) (7.2)
Day 5 (August 18, 2018) — Gas-Transmission Line
11 15:30 7.23 645.4 720.0 744.6 (3.4) 11.6 154 (3.8)
12 15:45 6.36 645.4 1,087.7 1,107.5 (1.8) 68.5 71.6 (3.2)
13 16:00 6.33 645.4 695.0 708.7 (2.0) 7.7 9.8 (2.2)
| 14 16:15 6.03 645.4 670.9 684.3 (2.0) 4.0 6.0 (2.0)
15 16:45 6.09 645.4 724.8 759.6 (4.8) 12.3 17.7 (5.4)
16 17:00 5.05 645.4 678.9 699.6 (3.0) 5.2 8.4 (3.2
17 17:15 5.51 645.4 798.1 815.4 (2.2) 23.7 26.3 (2.6)
| 18 17:30 5.53 645.4 774.0 798.0 (3.1) 19.9 23.6 (3.7)
Daily M ean 6.02 645.4 768.7 789.7 (2.8) 19.1 22.4 (3.2)
Day 6 (August 20, 2018) — Gas-Transmission Line
12 14:30 3.75 726.0 843.4 851.1 (0.9) 16.2 17.2 (1.0
13 14:45 3.06 726.0 672.1 673.6 (0.2) (7.4) (2.2) (5.2)
14 15:00 3.36 726.0 926.2 931.6 (0.6) 27.6 28.3 (0.7)
| 15 15:15 3.15 726.0 661.6 665.1 (0.5) (8.9) (8.4) (0.5)
16 15:45 2.74 726.0 384.2 386.5 (0.6) (47.1) (46.8) (0.3)
17 16:00 2.75 726.0 811.6 819.5 (1.0 11.8 12.9 (1.2)
18 16:15 3.23 726.0 949.5 950.8 (0.2) 30.8 31.0 (0.2)
| 19 16:30 2.97 726.0 690.6 703.1 (1.8) (4.9) (3.2 (1.7)
Daily M ean 3.13 726.0 742.4 747.7 (0.7) 2.3 3.6 (1.3)
Day 7 (August 21) — Production Pad
8 15:30 3.17 363.0 394.8 407.4 (3.2) 8.8 12.2 (3.4)
9 15:45 3.02 363.0 424.3 402.6 5.1 16.9 10.9 6.0
10 16:00 291 363.0 367.7 366.1 0.4 1.3 0.9 0.4
| 11 16:15 2.85 363.0 379.5 382.0 (0.7) 4.6 5.2 (0.6)
12 16:45 2.18 363.0 270.9 265.7 1.9 (25.4) (26.8) 1.4
13 17:00 251 363.0 411.8 415.6 (0.9) 134 14.5 (1.2)
14 17:15 2.61 363.0 330.5 327.2 1.0 (9.0) (9.9 0.9
15 17:30 2.48 363.0 447.3 443.4 0.9 23.2 22.2 1.0
16 17:45 2.38 363.0 427.5 426.9 0.1 17.8 17.6 0.2
17 18:00 2.13 363.0 394.1 392.1 0.5 8.6 8.0 0.6
| 18 18:15 2.00 363.0 423.1 422.8 0.1 16.6 16.5 0.1
Daily Mean | 2.39 363.0 385.6 384.5 0.4 6.2 5.9 0.3
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6.2  System Overview and Components

Overview

Figure 6-1 isa System block diagram. Measured data from the TDL spectrometer, the GPS unit,
and the meteorological instrumentation feed into a data-processing computer. The processed data
streams then feed into the e-Calc 2 software, and the 15-minute-averaged methane emission rates
are generated, in real-time.

FIGURE 6-1. SYSTEM BLOCK DIAGRAM

The System is comprised of the following components:

. e-Calc2
. Boreal Laser GasFinder3-OP TDL system
. Met One Instruments meteorol ogical system
. global positioning system
. data acquisition and processing
E-Cac?2

Thee-Calc 2 softwareis supported by aPC with aWindows 10, 7, or X P operating system, on which
Microsoft Visual Basic, Microsoft Access Database, and Seagate Crystal Report Professional are
installed. The PC has a64-bit operating system (at a minimum), 1.50 GHz processor, and 4.0 GB
of RAM.
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Boreal Laser GasFinder3-OP TDL System
Components for the TDL system include a spectrometer, aretroreflector, and a PC containing the
manufacturer’s DAS and reporting software.

Met One Instruments Meteorological System

TheMet One meteorological systemisaspecially designed collection of components, some of which
arefrom other manufacturers. These componentsinclude: an RM Y oung ultrasonic 3D anemometer;
Met One's sensors to measure temperature, relative humidity, barometric pressure; and a
Climatronics Corporation datalogger. (It should be noted that Climatronics Corporation iswholly
owned and operated by Met One Instruments, Inc.)

Global Positioning System
A Trimble GPS (or equivalent) is required.

Data Acquisition and Processing
Figur e 6-2 depicts adata-acquisition and processing diagram for the System.

FIGURE 6-2. SYSTEM DATA ACQUISITION AND PROCESSING

All data-acquisition activities and e-Calc 2 applications are controlled by the System Control
Computer located inside the Boreal TDL. This PC contains the e-Calc 2 software, the LoggerNet
4.5 (or equivaent) software for meteorological system operation, and the existing GasViewMP
softwarefor TDL system operation. Manua GPS entry of all location coordinatesisrequired for the
emissions source, the TDL beam-path end-points, and the meteorological system.
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The GasViewMP program is used to control and operate the TDL, and to generate the methane
attribution measurement in aform suitablefor input to e-Calc 2. This program also facilitates data
storage (including supporting QC information) and data-generation results (in this case, text or
CSV), suitable for automated polling by the e-Calc 2 software.

A dedicated datalogger for the Met One system (separate from the System Control PC) isemployed
for assembly of all measured data, and for calculation and assembly of all other data, in forms
suitablefor input toe-Calc 2 (text or CSV). Automated communication between the datalogger and
the System Control PC is accomplished via direct cable connection (RS232/USB) or viawireless
communication technology. Set-up, control, and management of al data-logger operations is
accomplished via speciaized LoggerNet software, including uploading of programs, data polling,
and data storage.

From the System Control PC, e-Calc 2 generates real-time, event-specific results, once automated
access to the TDL and meteorological datais established. Results can be presented on-screen, as
well asin hard-copy reports.
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6.3  System Recommendations and L imitations
Based on the results of the requisite analyses described in Section 6.1, the following
recommendations and limitations were included in the initial System specification.

Recommendations

In general, the results of the preceding analyses enabled us to successfully remove enough P/A
emission-rate inconsistency so that theinitial System specification could be confidently devel oped.
In addition to recommending that the average of four successive monitoring events be used to
generate a methane emission rate (refer to Section 6.1.2), these specifications contained
recommendations concerning two other issues:

. Optimal wind-speed range
. Treatment of background methane

Optimal Wind-Speed Range

Based on the limited results presented in Table 6-2, we concluded that a mean wind speed range
between about 2.0 and 5.0 m/swill yield the best results. Thisisnot to say that wind speeds greater
than 5 m/swill necessarily yield erroneous results; however, we believe that more testing is needed
during these greater wind speeds.

On the other hand, wind speeds less than 2 m/s should be avoided due to documented issues with
AERMOD performance during low wind speeds (e.g., plume meander).

Treatment of Background Methane

We recommended that six or more consecutive background measurements (i.e., upwind of the
source) be made prior to initiating 15-minute monitoring events. If these readings are sufficiently
constant, a final background measurement should be made immediately after the last of the
successive monitoring events.

If there is too much variability in the initia background readings, the use of two comparably
performing TDL systems was recommended (one upwind and one downwind of the source).

Limitations
Thereweretwo areaswhich these analyseswere unableto addressin theinitial System specification:

. Nighttime operations
. Applicability to booster stations
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Nighttime Operations

From the Milestone F Report, the only simulated nighttime field testing occurred on Day 9. No
monitoring events survived the background acceptance criterion on that day. Therefore, nighttime
operations were not addressed in theinitial (or final) System specification.

Applicability to Booster Stations

Field testing of the simulated booster station waslimited to Days 1 and 2, and ho monitoring events
survived the background acceptance criterion on either of these days. Additionaly, the methane
release height for this source was 3 meters, while the release height from the other three simulated
sources was 1 meter or |ess.

Because all TDL measurements were made at aheight of 1 meter, and since al three of these other
simulated sources (gas-gathering pipeline, gas-transmission line, and production pad) comprised the
initial universe of acceptable monitoring events (see Table 6-1), we are unableto justify application
of these results to the booster-station simulation.

The supplementa booster-station anaysis is presented next.
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SECTION 7-SUPPLEMENTAL BOOSTER-STATION ANALYSIS

This section summarizes the supplemental analysisfor the booster station. Section 7.1 presentsthe
analysisobjective and the method employed. Section 7.2 discussesanew scheme devel oped for the
treatment of background methane. Section 7.3 presents the results of this supplementa anaysis.
Section 7.4 presents fina System recommendations and caveats.

Asarecap, significant temporal variability in the measured background methane concentrationsled
toalack of consistency inthe P/A ratiosderived from the controlled-rel easeresults (Section 5). This
prevented us from devel oping the System specifications based on the full complement of measured
data. We therefore committed to perform, in the Milestone H Report (Section 6), the additional
critical examination and analysis of the background data necessary to remove most of this P/A
inconsistency, andto moveforward with thiseffort. Intheend, wewere ableto sufficiently evidence
that the accuracy of certain background measurementswas compromised, largely by initiating these
measurements before all of the methane had completely cleared the TDL beam-path.

When the affected monitoring events were removed from further consideration, confidence in the
remaining P/A results was deemed sufficient for (initial) specification development, but the
situations where System applicability still could not be demonstrated were: (a) during nighttime
conditions; and (b) when assessing emissions from the booster-station simulation. Nighttime data
were collected only during Day 9 (gas-gathering pipeline), and booster-station data were collected
only during Days 1 and 2. None of monitoring events during these three days passed the methane
background criterion developed in the Milestone H Report.

However, in the ERA Progress Report #8, we committed to reassess System applicability for the
booster station in this Fina Project Report. As shown below, we were able to distill some
meaningful resultsfrom this supplemental analysis, and extend the System specification to include
the booster station. Unfortunately, we were unable to salvage any of the nighttime data collected
during Day 9.

7.1  Objectiveand Method

The objective of this supplemental analysiswasto reassess P/A emission-rate resultsfor the booster
station, based on an aternative source treatment method for simulating the methane release from
atop the building enclosure.

The first such option examined involved modeling the booster station as a point release, using
AERMOD’s building-downwash pre-processing program. It was hypothesized that this method
would morerealistically simulate plume dispersion downwind of thissomewhat el evated source (3-
meter height). However, because the extent of the downwind cavity region is a function of wind
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speed, the results under the particular conditions observed were actually worse than originaly
obtained.

The next option examined invol ved modeling the booster station as avolume sourcein AERMOD,
with the controlled rel ease assumed to be non-buoyant (i.e., the methane temperature the same as,
or colder than, theambient air). Assuming no plumerrise, the entire plume masswill descend from
thebuilding sdownwind roof-top edgeinto the building-wake or cavity-recircul ation region (volume
source), immediately adjacent to, and to the lee of, the building. This simulation, judged the most
realistic for this elevated source, necessitated the modification of e-Calc 2 (hereafter referred to as
the “modified e-Calc 2 version”) for use with the booster station, and other similarly elevated
Sources.
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7.2  New Schemefor Background Methane Treatment

Becausetherefined Milestone H background analysisfailed to yield acceptabl e background datafor
any of the booster-station monitoring events, we needed to develop and apply a new background
scheme to retain some of the results from these days (Days 1 and 2).

721 Dayl

Upon further consideration, we concluded there was no reason to reject the initial measured
background concentration of 1.976 ppmduring Day 1, despite concernsabout thefinal concentration
(1.861 ppm; refer to Table5-2). Therefore, we choseto accept thefirst four monitoring eventsfrom
this day’ s block of data. However, because of uncertainty in the final measured concentration, we
elected to hold the background concentration constant at 1.976 ppm for all four events.

7.2.2 Day?2

Whilethe samelogic as above might be applied to thefirst block of datafor thisday (Table5-2), we
chose not to accept any of these monitoring events. Because the final measured methane
concentration for this block was greater than any interpolated val ue, the argument that the methane
had not cleared the TDL beam-path could not be supported and, therefore, there was evidence that
the actual background was changing over this data block.

Asfor the second block of datafor Day 2, we concluded thefirst group four monitoring events was
acceptable, based on the same logic applied to the Day 1 analysis. The background concentration
was held constant at 2.077 ppm for these four events.
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7.3  Results

Table 7-1 presents, for the booster station, a comparison between the results from e-Calc 2 (area-
source) and the modified e-Calc 2 version (volume source), based on assignment of a constant
methane background concentration for each block of data as discussed above. Predicted, event-
specific emission rates are shown for both source-type simulations, with the P/A biases calculated
for each. Themeasured wind speedsarealso shown. A singlevolume sourceisassumed, and plume
parameters are estimated using U.S. EPA’s suggested procedure as described in the AERMOD
User’s Guide (EPA-454/B-16-011):

. Thelateral dimension was estimated by dividing the structure width (10 feet, or 3.05
meters) by 4.3, which yields 0.71 meters.

. The vertical dimension was estimated by dividing the structure height (also 10 feet,
or 3.05 meters) by 2.15, which yields 1.42 meters.

. The volume source height above grade was assumed equal to one-half the structure
height, height of the adjacent building, 1.52 meters.

TABLE 7-1. BOOSTER-STATION ANALYSIS: AREA-SOURCE VS. VOLUME-SOURCE SIMULATIONS

The modified e-Calc 2 version (volume-source simulation) shows amarked improvement over the
area-source simulation for thefirst block of data(Day 1, Events 1-4), asdetermined by the cal cul ated
P/A biases. For the second block of data (Day 2, Events 5-8), the area-source simulation actually
yields better results, although the difference is judged not significant.
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7.4  Final System Recommendations and Caveats

In addition to the System recommendations and limitations discussed in Section 6.3, the following
recommendations and caveats apply to booster stations (and any other somewhat elevated sources),
based on results from Table 7-1.

When the wind speed is 3 m/s or greater, we strongly recommend the modified e-Calc 2 version be
employed for measuring booster-station emission rates.

When the wind speed is between 2 and 3 m/s, either e-Calc 2 version is acceptable; in such cases,
however, both versions should be used, and the more conservative measurement (i.e., higher
emission rate) should be accepted. Wind speeds below 2 m/s should be avoided.
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SECTION 8 -FINAL SYSTEM SPECIFICATION

Section 8.1 presents the final System overview and components. Section 8.2 presents the final
System recommendations and limitations.

8.1 System Overview and Components

Overview

The supplementa booster-station analysis (Section 7) resulted in no change to the overall System
design; therefore, thereader isdirected to Section 6.2 for adescription of thefina System overview.

Components

Table 8-1 depictsthefina System component specifications. Thisitemization incorporatesresults
from the Major Deliverables for Milestone B (Field-Work Planning), Milestone F (Controlled-
Release Program), Milestone H (Initial System Specification), and Milestone | (Supplemental
Booster Station Analysis).

TABLE 8-1. FINAL SYSTEM COMPONENT SPECIFICATIONS

Component M anufacturer M odel No. Purpose
Tunable diode laser Boreal Laser GasFinder3-OP | M ethane measurement
3D ultrasonic anemometer R.M. Young 8100 WS, WD, 0, u*, z5, H, L
Ambient temperature sensor Met One 064 H, L, wind profile
Relative humidity sensor Met One 083 L
Barometric pressure sensor Met One 092 Concentration correction, L
Portable 3m tripod Met One 905 Sensor mounting
Crossarm assembly Met One 191-1 Sensor mounting
M eteorological DAS M et One (Climatronics) IM P-865 M eteorological data processing
LoggerNet software M et One (Climatronics) Version 4.5 M eteorological data processing
Tablet computer Dell Inspiron (or equiv.) P24T QC, internet access for forecasting
Global positioning system Trimble (or equivalent) GEO 5T UTM coordinate measurements
Emission-calculation software | Minnich and Scotto e-Calc 2 Ground-level emissions
Emission-calculation software [ Minnich and Scotto modified e-Calc 2 | Elevated emissions (booster station)
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8.2  System Recommendations and Limitations
The supplemental booster-station analysis resulted in some recommendations and caveats,
specifically for this source, as discussed in Section 7.4.

Table 8-2 presents a summary compilation of the final System recommendations and limitations.

TABLE 8-2. FINAL SYSTEM RECOMMENDATIONSAND LIMITATIONS

M ethane
Issue Emissions Source Recommendation Limitation
Monitorin Four successive 15-minute Plume meander and other
events g (all) events to form an hourly- short-term effects may adversely
average emission rate impact 15-minute averages
Use e-Calc 2 or modified
version for WS between
- Booster stations 2.0 and 3.0 m/s - Avoid WS less than 2.0 m/s
. Use modified version for
Wind speed . .
WSS greater than 3.0 m/s - Use caution with WS greater
than 5.0 m/s

Gas-gathering pipelines
- Gas-transmission lines
- Production pads

Use e-Calc 2 for WS
between 2.0 and 5.0 m/s

If measurements are not
Minimum of six consecutive | consistent, use dual TDL units
measurements (simultaneous upwind /
downwind measurements)

Background (all)

Nighttime @) (none) Nighttime application is not
application supported
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